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MCKEAN-VLASOV EQUATIONS AND NONLINEAR FOKKER-PLANCK

EQUATIONS WITH CRITICAL SINGULAR LORENTZ KERNELS

MICHAEL RÖCKNER, DENG ZHANG AND GUOHUAN ZHAO

Abstract. We prove the existence and conditional uniqueness in the Krylov class for SDEs

with singular divergence-free drifts in the endpoint critical Lorentz space L∞(0, T ;Ld,∞(Rd)),

d ⩾ 2, which particularly includes the Biot-Savart law. The uniqueness result is shown to

be optimal in dimensions d ⩾ 3, by constructing different martingale solutions in the case of

supercritical Lorentz drifts. As a consequence, the well-posedness of McKean-Vlasov equa-

tions and nonlinear Fokker-Planck equations with critical singular kernels is derived. In

particular, this yields the uniqueness of the 2D vorticity Navier-Stokes equations even in

certain supercritical-scaling spaces. Furthermore, we prove that the path laws of solutions

to McKean–Vlasov equations with critical singular kernel form a nonlinear Markov process

in the sense of McKean.
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1. Introduction and main results

Nonlinear Markov evolutions arise in various non-equilibrium statistical models, such as
kinetic equations of Vlasov, Boltzmann and Landau. In the seminal paper [39], McKean
proposed a deep connection between nonlinear Fokker-Planck equations with a wide class
of nonlinear Markov processes. This kind of relationship enables one to study nonlinear
parabolic PDEs through underlying stochastic mechanisms governed by SDEs, now referred
to as McKean-Vlasov equations, and vice versa.

The purpose of this paper is to make progress, in the spirit of McKean, towards the under-
standing of McKean-Vlasov equations and nonlinear Fokker-Planck equations, particularly,
with divergence-free drifts/singular kernels in the endpoint critical case for dimensions d ⩾ 2.

One primary model of our nonlinear Fokker-Planck equations is the 2D vorticity Navier-
Stokes equation (NSE)

∂tρ = ∆ρ− div(uρ), ρ|t=0 = ζ, (NSE)

where the velocity field u can be reconstructed from ρ by the Biot-Savart law

u(t, x) =

ˆ
R2

KBS(x− y)ρ(t,dy), KBS(x) =
1

2π

(−x2, x1)

x21 + x22
. (1.1)

In view of Itô’s formula, (NSE) corresponds to the following general McKean-Vlasov equationdXt =

ˆ
Rd

K(t,Xt − y)ρ(t,dy) dt+
√
2 dWt

ρ(t) = law(Xt), ρ|t=0 = ζ ∈ P(Rd)

(MVE)

with K(t, x) = KBS(x) given by (1.1). The marginal law of McKean-Vlasov solutions satis-
fies the 2D vorticity (NSE), and thus, (1.1)-(MVE) provide a probabilistic interpretation of
(NSE). We note that, rather than in the usual space L2

loc(R2), the Biot-Savart law belongs
to the critical Lorentz space L2,∞(R2). Hence, the nonlinearity in (NSE) involves a singular
kernel. Therefore, achieving the McKean picture for the 2D vorticity NSE, or more general
nonlinear Fokker-Planck equations{

∂tρ = ∆ρ− div ((K ∗ ρ)ρ)
ρ|t=0 = ζ,

(NFPE)

where the interaction kernel K can be singular and time-dependent, requires the solvabil-
ity theory for McKean-Vlasov equations (MVE) with singular kernels. Although the well-
posedness of the 2D vorticity NSE has been extensively studied (see, e.g., [16, 18, 19, 21,
24, 5]), the singularity and criticality of kernels pose a major challenge to solve singular
McKean-Vlasov equations. As a matter of fact, very few results are known in the case of
critical singular kernels in dimensions d ⩾ 2.

In contrast to this, the solvability of McKean-Vlasov equations with subcritical kernels has
been extensively studied, see, e.g., [10, 40, 47, 55]. One efficient approach is to analyze the
corresponding linearized version of (MVE), leading to SDEs with subcritical drifts that have
been well explored in the literature. We refer to [35, 41, 51, 52] and the references therein.

The well-posedness of SDEs with critical drifts is much more challenging. Recently, signif-
icant progress has been made by Krylov in a series of papers [30, 32, 33, 34] in dimensions
d ⩾ 3, where the strong well-posedness of SDEs with non-endpoint critical Morrey-type drifts

was proved. In the endpoint critical case, the case of drifts in the Lorentz space L∞
t Ld,∞

x

under smallness conditions was addressed in [27] and [34]. For arbitrary divergence-free drifts
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in L∞
t Ld,∞

x in high dimensions d ⩾ 3, the weak well-posedness of the SDEs was proved by
the first and third authors [49].

The remaining 2D case is more subtle than the higher dimensional case. Actually, even in
the simple case of SDEs with time-independent drifts, the standard weak sector condition is
unclear for the corresponding Dirichlet form in dimension two, while it is valid in dimensions
d ⩾ 3. Thus, solving singular SDEs with the endpoint critical L∞

t L2,∞
x -Lorentz drifts in

dimension two, closely related to the Biot-Savart law, remains a challenging open problem.
In the present paper we address this problem for singular SDEs in dimension two. Fur-

thermore, we achieve the picture of McKean [39] for more general McKean-Vlasov equations
and nonlinear Fokker-Planck equations with critical singular Lorentz kernels in all dimensions
d ⩾ 2. The main results can be summarized as follows:

(i) Well-posedness of SDEs with divergence-free drifts in the 2D endpoint critical Lorentz

space L∞
t L2,∞

x .
(ii) Well-posedness of McKean-Vlasov equations and nonlinear Fokker-Planck equations

with singular kernels in the endpoint critical Lorentz space L∞
t Ld,∞

x for dimensions
d ⩾ 2. In particular, uniqueness holds in the Krylov class.

(iii) Nonlinear Markov process, in the sense of McKean, formed by the path laws of solutions
to McKean-Vlasov equations with critical kernels.

It should be mentioned that uniqueness is in general more difficult than existence of weak
solutions to McKean-Vlasov equations and nonlinear Fokker-Planck equations. We refer to
[3] for uniqueness in the case of Nemytskii-type nonlinearities. For non-Nemytskii type non-
linearities like the Biot-Savart law in the 2D vorticity NSE, in the recent work [5], which much
motivated the present work, uniqueness was obtained in a certain (sub)critical regime, and
the nonlinear Markov property of the path laws of solutions to the corresponding McKean-

Vlasov equations was proved in the class L4
t (L

4
x ∩ L

4/3
x ) ∩ L∞

t H−1
x , in which strong existence

and uniqueness is also proved for good initial conditions. In the present work, our general
uniqueness results also apply to the 2D vorticity NSE model and render the following new
contributions:

(a) The uniqueness is proved for the 2D vorticity NSE in certain Krylov class, which includes

a supercritical scaling space Lq′

t L
p′
x with 1/p′ + 1/q′ > 1.

(b) The present proof is of probabilistic nature, which is different from the analytic approach
based on the superposition principle in [5]. In particular, it permits to derive the in-
tegration representation formula for solutions to (NSE) and associated (MVE) in the
Krylov class, with kernels satisfying the Aroson-type estimate, which is important in the
derivation of uniqueness.

(c) The probabilistic proof is also stable under small perturbations of integrable exponents,
which reveals that the unique solution class has a non-empty open interior of (p′, q′) in
the supercritical regime.

(d) The nonlinear Markov property of solutions is derived in the Krylov class Lq′

t L
p′
x with

1/p′ + 1/q′ > 1 for (MVE) associated to the 2D vorticity NSE.

Let us mention that, in view of the Ladyženskaja-Prodi-Serrin (LPS) criteria, weak solu-
tions to NSE in the (sub)critical-scaling regime are unique and automatically in the Leray-
Hopf class [12, Theorem 1.3] for d ⩾ 2. In the supercritical-scaling regime, it is usually
expected that solutions are not unique. This has been confirmed near one endpoint of the
LPS criteria, that is, in the space CtL

p
x with p < 2, for the 2D NSE, recently proved by

Cheskidov and Luo [13]. This phenomenon also occurs near another LPS endpoint in the
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space Lp
tL

∞
x with p < 2 for the 3D NSE [12], and near two LPS endpoints for the hyper-

dissipative NSE with viscosity beyond the Lions exponent 5/4 [36]. The non-uniqueness of
weak solutions is also expected in the remaining supercritical regime [12, 36]. Our uniqueness
result in the Krylov class reveals that, even in the supercritical regime, there would exist cer-
tain unique solution class for the 2D vorticity NSE, as well as for the 2D NSE, see Theorem
1.8 and Corollary 5.2 below.

1.1. Main results.

1.1.1. SDEs with endpoint critical drifts. We start with SDEs with endpoint critical drifts,
which will serve as the linearization of McKean-Vlasov equations (MVE) when the drift is
independent of the marginal law ρ(t).

To be precise, we consider the following SDE in Rd:

Xs,x
t = x+

ˆ t

s
b(r,Xs,x

r ) dr +
√
2(Wt −Ws), 0 ⩽ s < t ⩽ T, (SDE)

where b is a divergence-free vector field and belongs to the critical Lorentz space

∥b∥d
L∞
t Ld,∞

x
:= sup

t∈[0,T ]
sup
λ>0

λd |{x : |b(t, x)| > λ}| < ∞ and divb = 0. (Ab)

The criticality can be seen from scaling arguments, see Subsubsection 1.2.1 below for detailed
explanations.

Let h denote the heat kernel for ∆ in Rd

h(t, x) := (4πt)−
d
2 exp

(
−|x|2/4t

)
(1.2)

and

I :=

{
(p, q) ∈ (1,∞)2 :

d

p
+

2

q
< 2

}
.

The main results for SDEs with endpoint critical drifts in dimension two are formulated
in Theorem 1.1 below.

Theorem 1.1 (Well-posedness of 2D critical SDE). Let d = 2. Assume that the drift b
satisfies (Ab). Then the following conclusions hold:

(i) Existence: For any 0 ⩽ s < T and x ∈ R2, there exists a weak solution (Xs,x
t )t∈[s,T ]

to (SDE), such that its density ps,t(x, ·) satisfies the Aronson-type estimate: for any
0 ⩽ s ⩽ t ⩽ T and x, y ∈ R2,

1

C
h ((t− s)/C, x− y) ⩽ ps,t(x, y) ⩽ Ch (C(t− s), x− y) , (AE)

where C is a constant only depending on ∥b∥
L∞
t L2,∞

x
. In particular, for any (p, q) ∈ I ,

the following Krylov-type estimate holds:

E

ˆ T

s
f(t,Xs,x

t )dt ⩽ C∥f∥Lq(s,T ;Lp
x)
, (KE)

where C is a constant depending only on p, q, T and ∥b∥
L∞
t L2,∞

x
.

(ii) Conditional Uniqueness: There exists a pair (p, q) ∈ I , depending only on ∥b∥
L∞
t L2,∞

x
,

such that the law of the solution to (SDE) is unique within the class of all processes
satisfying the following generalized Krylov-type estimate

E

ˆ T

s+δ
f(t,Xs,x

t )dt ⩽ Cδ∥f∥Lq(s+δ,T ;Lp
x)
, ∀δ ∈ (0, T − s), (KE’)
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where Cδ depends on δ as well as p, q, T, ∥b∥
L∞
t L2,∞

x
. Moreover, the collection of distri-

butions Ps,x of (Xs,x) forms a strong (linear) Markov process.

In the sequel, we say that a process (Xt)t∈[s,T ] (or equivalently, a probability measure P
on C([s, T ];Rd)) belongs to the Krylov class if X (or the canonical process under P) satisfies
(KE’) for some (p, q) ∈ I . With slight abuse of terminology, we also say a time-space

function f : (s, T )× Rd → R belongs to the Krylov class, if f ∈ L
q

q−1 (s+ δ, T ;L
p

p−1
x ) for any

δ ∈ (0, T − s) and some (p, q) ∈ I .
Let us mention that in the high dimensional case, where d ⩾ 3, the existence of weak solu-

tions and the conditional uniqueness have been proved for (SDE) with the critical L∞
t Ld,∞

x -
Lorentz drifts by the first and third named authors [49]. The Aronson-type estimate when
d ⩾ 3 is implied by the previous work by Qian-Xi [45] and Kinzebulatov-Semënov [28]. As
a consequence, together with Theorem 1.1 in the remaining case where d = 2, one has the
well-posedness and the Aronson-type estimate for all dimensions d ⩾ 2, as formulated in
Theorem 1.2 below.

Theorem 1.2. For any d ⩾ 2, the results in Theorem 1.1 hold with the exponents p and q
potentially depending on d and ∥b∥

L∞
t Ld,∞

x
.

1.1.2. Optimality of well-posedness. Theorem 1.2 is optimal for dimensions d ⩾ 3 as revealed
by the following non-uniqueness result.

Theorem 1.3 (Non-uniqueness of supercritical SDEs). Let d ⩾ 3. Then, for any p ∈ (d/2, d),
there exists a supercritical divergence-free vector field b ∈ Lp,∞

x , such that there are two distinct
weak solutions to (SDE) starting from the origin, and both of them satisfy the Krylov estimate
(KE) for any (p, q) ∈ I .

As a consequence, we also obtain the non-uniqueness for linear Fokker-Planck equations
with supercritical drifts.

Corollary 1.4 (Non-uniqueness of supercritical FPE). Let d ⩾ 3, and b be the same
divergence-free vector field as in Theorem 1.3. Then, there exist at least two distinct so-
lutions to (3.5) in CtPx with initial data δ0, where CtPx denotes the set of weakly continuous
probability measure-valued curves on [0, T ].

Remark 1.5. (i) As mentioned before, the well-posedness of (SDE) in dimension two is
more difficult than the higher dimensional case. The detailed explanations of their dis-
tinctions are contained in Subsubsection 1.2.2 below.

(ii) The uniqueness result in Theorem 1.1 is important to establish the uniqueness of so-
lutions to McKean-Vlasov equations and nonlinear Fokker-Planck equations with end-
point critical kernels. In particular, the Krylov class in Theorem 1.1 enables to derive
the uniqueness of solutions to the 2D vorticity NSE in certain supercritical spaces. See
Theorem 1.8 below.

(iii) We also prove the uniqueness for the linear Fokker-Planck equations, see Proposition 3.2
below. We mention that the uniqueness for (SDE) in general cannot imply that of
the corresponding linear Fokker-Planck equation. For more details, we refer to the
monograph [7], in particular to Section 9.2 which contains examples for non-uniqueness.

(iv) It is worth noting that the divergence-free condition is necessary in Theorems 1.2 and
1.3 to guarantee both the existence of weak solutions to SDEs with critical drifts and
the uniqueness in the Krylov class. Actually, if the drift b is not divergence free, it
was shown in [6, Example 7.4] that (SDE) may not have weak solutions in the case of
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critical drifts in Ld,∞(Rd), d ⩾ 2. The divergence-free condition of drifts also matches
naturally the incompressibility condition of velocity fields in the NSEs.

1.1.3. McKean-Vlasov equations and nonlinear Fokker-Planck equations with critical kernels.
By virtue of Theorem 1.2, we obtain the well-posedness results for both the McKean-Vlasov
equations (MVE) and nonlinear Fokker-Planck equations (NFPE) with critical singular ker-
nels in all dimensions d ⩾ 2.

Let M(Rd) denote the space of all real measures on Rd with finite total variation, and
P(Rd) the space of all probability measures on Rd. We denote by |ζ|(Rd) the total variation
of ζ ∈ M(Rd). Any ζ ∈ M(Rd) can be decomposed uniquely as

ζ = ζc + ζa,

where ζc is the continuous part, i.e., ζc({x}) = 0 for all x ∈ Rd, and ζa =
∑

i ciδxi is the
purely atomic part. Set

Pε(Rd) :=
{
ζ ∈ P(Rd) : ζa(Rd) ⩽ ε

}
.

We say a map µ : [0, T ] → M(Rd) is narrowly continuous if t 7→
´
fdµt is continuous for

all f ∈ Cb(Rd).

Theorem 1.6 (Well-posedness of McKean-Vlasov equations). Let d ⩾ 2. Assume K ∈
L∞
t Ld,∞

x and divK = 0. Then, the following holds:

(i) For any ζ ∈ P(Rd), there exists at least one weak solution (Xt) to (MVE). Moreover,
for each t ∈ (0, T ] the distribution of Xt admits a smooth bounded density.

(ii) There exist (p, q) ∈ I and ε0 > 0, depending on d and ∥K∥
L∞
t Ld,∞

x
, such that if ζ ∈

Pε0(Rd), then the weak solution to equation (MVE) is unique in the class of processes
(Yt) satisfying the following property: for any δ ∈ (0, T ), there is a constant Cδ such that

E

ˆ T

δ
f(t, Yt)dt ⩽ Cδ∥f∥Lq(δ,T ;Lp

x)
. (1.3)

Parallel to the above results of (MVE), we have the well-posedness of (NFPE).

Theorem 1.7 (Well-posedness of nonlinear Fokker-Planck equations). Let d ⩾ 2. Assume

that K ∈ L∞
t Ld,∞

x and divK = 0. Then, the following holds:

(i) For any ζ ∈ M(Rd), there exists at least one weak solution ρ to (NFPE). Moreover,
for each t ∈ (0, T ], ρ(t) is smooth and bounded.

(ii) There exist (p, q) ∈ I and ε0 > 0, depending on d and ∥K∥
L∞
t Ld,∞

x
, such that if ζa ∈

M(Rd) with |ζa|(Rd) ⩽ ε0, then the narrowly continuous weak solution to equation
(NFPE) is unique in the class of functions ρ satisfying the following property: for each
δ ∈ (0, T ),

ρ ∈ Lq′(δ, T ;Lp′
x ),

where (p′, q′) = (p/(p− 1), q/(q− 1)).

In the specific case where the singular kernelK is the Biot-Savart law, we have the following
uniqueness result for the 2D voricity NSE in certain scaling-supercritical spaces.

Theorem 1.8 (Well-posedness of 2D vorticity NSE). For any ζ ∈ M(R2), the narrowly
continuous weak solution to equation (NSE) is unique in the class of functions ρ satisfying
the following property: for each δ ∈ (0, T ),

ρ ∈ Lq′(δ, T ;Lp′
x ), (1.4)
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where p′ and q′ are the same exponents as in Theorem 1.7 satisfying 1/p′ + 1/q′ > 1.

Remark 1.9. (i) The uniqueness problem of the 2D vorticity NSE has been extensively
studied in literature. In the remarkable paper [18], the uniqueness was proved for
solutions w ∈ C((0, T );L1 ∩ L∞) satisfying ∥w(t)∥L1 ⩽ C for all t ∈ (0, T ) and
w(t) ⇀ µ ∈ M(R2) as t → 0. In [16], the uniqueness was proved for weak solu-

tions w ∈ C([0, T ];D′) ∩ L∞(0, T ;P) such that ∇w ∈ L2q/(3q−2)(0, T ;Lq), ∀q ∈ [1, 2).

Very recently, the uniqueness in the class L∞
t H−1

x ∩ L4
t (L

4
x ∩ L

4/3
x ) was proved in [5].

In Theorem 1.7, the uniqueness is derived in the Krylov class for general nonlinear
Fokker-Planck equations with critical kernels, which include the 2D vorticity NSE.

(ii) We remark that the Krylov class allows for obtaining uniqueness of solutions to (NSE)

in certain scaling-supercritical spaces Lq′

t L
p′
x with (p, q) ∈ I .

Actually, the 2D vorticity NSE has the invariant scaling

ρλ(t, x) := λ2ρ(λ2t, λx), Kλ(t, x) := λK(λ2t, λx), λ > 0.

Note that, the Biot-Savart kernel is invariant under the scaling, namely, Kλ(t, x) =
K(t, x), ∀λ > 0. The above scaling leaves the mixed Lebesgue space Lq(R+;L

p
x) invariant

if 1/p+ 1/q = 1. For the exponents (p′, q′) in (1.4), since 1/p′ + 1/q′ > 1, one has

∥ρλ∥Lq′
t Lp′

x
= λ

2(1− 1
q′−

1
p′ ) → ∞

as λ → 0+. This justifies to say that Lq′

t L
p′
x is a scaling-supercitical space for (NSE).

It is somewhat surprising to find the uniqueness solution class for (NSE) in a super-
critical regime, because usually weak solutions exhibit non-uniqueness in the supercritical
regime. See, e.g., [8, 9, 12, 13, 36] for NSE in supercritical spaces with respect to the
LPS criterion. In contrast to this, Theorem 1.8 reveals that, even in the supercritical
regime, there exist certain uniqueness class for the 2D vorticity NSE.

(iii) In Theorems 1.6-1.8, the uniqueness results in the Krylov class for McKean-Vlasov
equations and nonlinear Fokker-Planck equations also hold for an open set of the index
(p, q) ∈ I , thanks to the stability of our probabilistic arguments under small perturba-
tions of the indices in I .

The present probabilistic proof also avoids the explicit estimates used in [21, (4.19)]
and [24, Theorem 6.1] for proving the uniqueness of (fractional) NSE.

1.1.4. Nonlinear Markov processes. An important consequence of the above results is the
following nonlinear Markov property for the path laws of solutions to (MVE) in the Krylov
class. We refer to Section 6 below for the precise definition of nonlinear Markov process.

Theorem 1.10 (Nonlinear Markov process). Assume that K ∈ L∞
t Ld,∞

x and divK = 0. Then
there exists a nonlinear Markov process {Ps,ζ}(s,ζ)∈[0,T ]×P(Rd) in the sense of Definition 6.1,

such that for each (s, ζ) ∈ [0, T ] × P(Rd), the measure Ps,ζ is the law of a weak solution to
(MVE) with the initial condition (s, ζ), and Ps,ζ lies in the Krylov class with the same index
(p′, q′) as in Theorem 1.7. Moreover, the following uniqueness results hold:

(i) Ps,ζ , s ∈ [0, T ], ζ ∈ Pε0, is unique in the Krylov class, where ε0 > 0 is the small number
as in Theorem 1.6.

(ii) Ps,ζ , s ∈ [0, T ], ζ ∈ P(R2), is unique in the Krylov class, if d = 2 and K is the Biot-
Savart kernel.

1.2. Related literature.
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1.2.1. SDEs with critical and subcritical drifts. The study of strong well-posedness of SDEs
with irregular drifts dates back to the pioneering works by Zvonkin [56] and Veretennikov
[51]. The criticality of drifts of SDE can be seen by scaling arguments. More precisely, let
X(t) be a solution to (SDE) and Xλ(t) = λ−1X(λ2t) for λ > 0. Then,

dXλ(t) = bλ(t,Xλ(t))dt+
√
2dWλ(t),

where bλ(t, x) = λb(λ2t, λx) and, by the scaling invariance, Wλ(t) = λ−1W (λ2t) is another
standard Brownian motion. One has

∥bλ∥Lq
tL

p,r
x (Q̃R)

= λ
1− d

p
− 2

q ∥b∥
Lq
tL

p,r
x (Q̃λR)

with Q̃R =
{
z = (t, y) : s < t < s+R2, |y − x| < R

}
, which remains invariant if the LPS

condition holds

2

q
+

d

p
= 1 with p, q ∈ [2,∞] and r ∈ (0,∞] (1.5)

(see also [6]). For the small-time behavior of the process, it is more reasonable to con-
sider the local norm ∥bλ∥Lq

tL
p,r
x (Q̃R)

with R < ∞, rather than the global one. Note that

∥bλ∥Lq
tL

p,r
x (Q̃R)

→ 0 as λ → 0+, except the endpoint case (p, q) = (d,∞). This intuitively

indicates that the endpoint critical case is more difficult to analyze than the non-endpoint
critical and subcritical cases.

In the literature, there is a large number of results for SDEs with subcritical drifts, see,
for instance, [35, 41, 52] and the references therein. One standard strategy in the subcritical
case is to construct a homeomorphism, e.g. the Zvonkin transform, to deal with the irregular
drifts by solving the corresponding Kolmogorov equations. But it seems not applicable well
in the critical case.

Very recently, the progress in dimensions d ⩾ 3 has been obtained by Krylov [31, 32,
33, 34] regarding the existence of strong solutions to SDEs with non-endpoint critical and
supercritical drifts. These developments are based on an analytical criterion for the existence
of strong solutions initially applied in [31]. Related results obtained via Malliavin calculus
for d ⩾ 3 can be found in [27] and [48].

Lastly, we also would like to refer to [17, 23, 25, 37, 54] for SDEs in the supercritical case.

1.2.2. Distinctions of critical SDEs in dimensions d = 2 and d ⩾ 3. The subtleness in

dimension two to solve SDEs with critical Ld,∞
x -Lorentz drifts can be seen as follows.

From the perspective of the theory of Dirichlet forms, the Dirichlet form corresponding to
the operator ∆ + b · ∇, where b is time-independent, is given by:

E(u, v) = (∇u,∇v)− (b · ∇u, v), ∀u, v ∈ H1(Rd).

In dimensions d ⩾ 3, it is a regular Dirichlet form and satisfies the standard sector condition

E(u, v) ⩽
√

E(u, u)
√

E(v, v) +
√
E(u, u)∥bv∥L2

⩽
√
E(u, u)

(√
E(v, v) + C∥b∥Ld,∞∥v∥

L
2d
d−2

,2

)
⩽ (1 + C∥b∥Ld,∞)

√
E(u, u)

√
E(v, v), ∀u, v ∈ H1(Rd),

where the last step is due to estimate (A.6) below. Hence, by virtue of the theory of Dirich-
let forms (see [38]), there exists a unique Hunt process associated with the Dirichlet form
(E , H1(Rd)). But the sector condition is still unclear in the low dimension case d = 2.
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Another delicate point can be seen from the viewpoint of martingale problems, where a
key step is to find a solution to the associated linear backward Kolmogorov equation (2.11)
below in the space

H2,p
q :=

{
u ∈ Lq

tL
p
x : ∂tu,∇2u ∈ Lq

tL
p
x

}
with (p, q) ∈ I . (1.6)

This requires the integrability b · ∇u ∈ Lq
tL

p
x with (p, q) ∈ I , which can be achieved in

dimensions d ⩾ 3 ([49]), but is more difficult in dimension d = 2.

1.3. Ideas of the proof. The main novelties of our proofs can be summarized as follows.

Meyers-type estimate. The keypoint to solve the backward Kolmogorov equation (2.11) in
the required space (1.6) is obtaining a high integrability estimate of the gradient ∥∇u∥

Lq
tL

l,1
x
,

where l > d and q > 2l/(l− d).
For dimensions d ⩾ 3, this estimate can be derived by proving an a priori Hölder estimate

for solutions to (2.11), and utilizing a Gagliardo-Nirenberg type inequality together with the
Lq-Lp theory for parabolic equations. See [49] or Figure 3 in Subsection 2.3 below.

For dimension d = 2, the primary obstacle is that the Lq-Lp theory gives only a priori
estimate of ∥∇u∥Lν

t L
µ
x
with µ < 2 = d, and the standard energy method gives merely an

upper bound of ∥∇u∥L2
t,x
. These low integrability estimates, however, are insufficient to solve

the backward Kolmogorov equation (2.11) in second order Sobolev spaces.
To overcome this limitation, we introduce upgradation procedures to upgrade the integra-

bility of the gradient of solutions. For the convenience of the readers, we present Figure 1
below to illustrate the proof strategy.

f ∈ L∞
t (L1

x ∩ L2
x)

∇u ∈ Lγ
t,x

γ > 2

u ∈ L∞
t Lr,1

x

r ≫ 2

bu ∈ Lν
tL

µ
x

µ = 2r
2+r < 2, ν ≫ 1

∇u ∈ Lν
tL

µ
x

Lem. 2.13

Meyers-type estimate

Thm. 2.1 Prop. 2.8

Base estimate

∇u ∈ Lq
tL

l,1
x

l > 2, 1 < q < 2l
l−2

b · ∇u ∈ Lq
tL

p
x

p = 2l
2+l

∇2u ∈ Lq
tL

p
x

Lem. B.1

First upgrade

Prop. 2.8

∇u ∈ Lq
tL

l,1
x

δ = 1−α/2
2−α/2 , l =

p
δ , q = q

δ

b · ∇u ∈ Lq
tL

p
x

p = 2l
2+l

u ∈ H2,p
q

(p, q) ∈ I

Prop.B.2, 2.6

Second upgrade

Prop. 2.8

Figure 1. Proof Strategy when d = 2

We first prove that, in addition to the standard energy bound, the gradient of solutions
indeed obeys a Meyers-type estimate. That is, the gradient of solutions has an improved
integrability in Lγ

t,x for some γ > 2, see Lemma 2.13 below. The Meyers-type estimate relies
crucially on Gehring’s Lemma (Lemma 2.10) and the reverse Hölder estimate (Lemma 2.12),
and serves as one of the key steps in upgrading the integrability

∥∇u∥
Lq
tL

l,1
x

< ∞
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for certain exponents l > 2 and 1 < q < 2l/(l−2). It is important that the spatial integrability
exponent here can be raised above 2.

Then, in the second upgradation step, we make use of the refined Gagliardo-Nirenberg
inequality (see (B.2) below) to further improve the integrability

∥∇u∥Lq
tL

l
x
< ∞,

where the exponents l > 2 and q > 2l/(l − 2). In both steps, it is quite delicate to select
appropriate integrability exponents to ensure that the final upgraded integrability exponents
(p, q) ∈ I , i.e., 1/p+ 1/q < 1, as required by the Krylov class.

As a result, we can solve the backward Kolmogorov equation (2.11) in the desired Sobolev
space (1.6) in dimension d = 2. To the best of our knowledge, the solvability of equation

(2.11) in H2,p
q for dimension two is new in the existing PDE literature.

Figure 2. Solution paths
The solution process starting from xn exhibits the green trajectories with high probability.

Construction of non-unique solutions. Concerning the non-uniqueness in Theorem 1.3,
the key observation is that the drift in the supercritical regime can be very singular, say,
near the origin, so that it suppresses the fluctuations of Brownian motions, thus results in
different concentrations of solution paths.

More precisely, we construct a divergence-free vector field b ∈ Lp,∞
x , p ∈ (d/2, d). It is

anti-symmetric with respect to the hyperplane Π = {x ∈ Rd : xd = 0}, and when x is located
in the cone Cκ = {x : xd > κ|x̂|} with κ ⩾ 1, it can be very singular in the direction of the
last coordinate

b(x) ≈ (0, · · · , 0, sgn(xd)bd(x)) ≈ (0, · · · , 0, sgn(xd)|x|−d/p).

Then, we consider two sequences (xn) ⊆ {x̂ = 0} and (yn) ⊆ Π converging to the singular
point 0 in different ways. Because of the anti-symmetry of the drift, the corresponding
martingale solutions {Pyn} are invariant under reflection across the hyperplane Π, and so is
the limit P0.

In contrast, for the martingale solution Pxn , the singularity of the drift along the axis xd
forces the solution trajectories starting from the small cone Cκ, with a uniform probability
(independent of n), to stay in the larger cone C1 and return back to Cκ after certain time. As a
result, the trajectories are more likely to intersect with the hyperplane {xd = 2} before exiting
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C1, and to remain in the region {xd > 1} for a unit time. Intuitively, as illustrated in Figure 2,
the solution process follows the green trajectories with high probability. Consequently, the

limit P̃0 of (Pxn) is more concentrated on the half space Π+ = {x ∈ Rd : xd > 0}, and thus,

leads to the non-uniqueness P̃0 ̸= P0.

Uniqueness of solutions in the Krylov class. Uniqueness is usually more difficult than
existence of weak solutions to McKean-Vlasov equations. See, for instance, the recent work
[4] and [5] for an analytic method based on nonlinear Fokker-Planck equations and the super-
position principle, and [24, Theorem 6.3] for the well-posedness with initial data in certain
Besov spaces including L1+ε ∩ L1 based on the semigroup method.

In the present work, we provide a direct probabilistic method to obtain the uniqueness
of solutions in the Krylov class. Building upon our well-posedness results for critical SDEs,
we derive an integral representation formula for the solutions in Krylov class to nonlinear
Fokker–Planck equations

ρ(t, y) =

ˆ
Rd

pK∗ρ
0,t (x, y)ζ(x)dx,

where the kernel pK∗ρ
0,t (x, y) satisfies the Aronson-type estimate (AE), see (5.6) below. The

representation formula is important to close Gronwall-type estimates of solutions in the
derivation of the uniqueness.

Concerning the nonlinear Markov property, the one-to-one correspondence for a large class
of nonlinear parabolic PDEs and nonlinear Markov processes was proved in [46]. See also [5]
and [2] in the case of singular drifts.

Let Q ⊆ P(Rd). In view of the criteria in [46], two conditions are crucial for verifying the
nonlinear Markov property for the path laws of solutions to McKean–Vlasov equations:

• Flow property: the marginal distribution (µs,ζ)t∈[s,T ] satisfies

µs,ζ
t ∈ Q and µs,ζ

t = µr,µs,ζ
r

t , ∀s ⩽ r ⩽ t, ζ ∈ Q ⊆ P(Rd). (1.7)

• Extremality: µs,ζ is an extreme point in the convex set of all weakly continuous
probability solutions with the initial datum (s, ζ) to the linearized Fokker-Planck
equations obtained by freezing ρ = µs,ζ in the convolution term in (NFPE).

Thanks to the uniqueness result of solutions to the nonlinear Fokker–Planck equation,
the flow property in the present work is guaranteed. Moreover, our well-posedness result for
SDEs ensures that µs,ζ is an extreme point of the aforementioned solution set of the linearized
Fokker-Planck equation. As a consequence, we obtain the nonlinear Markov property for
(MVE).

Organization: This paper is organized as follows: Section 2 is dedicated to establishing the
solvability of the linear backward Kolmogorov equation (2.11) in certain second order Sobolev
spaces when b satisfies (Ab). The proofs of Theorem 1.1 and Theorem 1.6 are presented in
Section 3 and Section 5, respectively. In Section 4, we provide an example demonstrating
the optimality of the condition (Ab). At last, in Appendix A we present the preliminaries of
Lorentz spaces. Then, Appendix B contains several useful interpolation estimates in Lorentz
spaces used in this paper.

Notations. Let T be any fixed time horizon. For p ∈ [1,∞], p′ denotes its conjugate number
p

p−1 . For z = (t, x) ∈ R×Rd, we set QR(z) := (t−R2, t)×BR(x) and QR := (−R2, 0)×BR.

For any p, q ∈ (1,∞), let

∥f∥Lq
tL

p
x
:= ∥f∥Lq([0,T ];Lp(Rd)).
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Moreover, let ∥f∥Ḣs,p
x

:= ∥Λsf∥Lp
x
and ∥f∥Hs,p

x
:= ∥f∥Lp

x
+ ∥Λsf∥Lp

x
, where Λ := (−∆)

1
2 .

2. Linear backward Kolmogorov equations

In this section, we study the solvability of the backward Kolmogorov equation correspond-
ing to (SDE) when the drift b satisfies (Ab). We mainly focus on the most delicate case where
d = 2. The method also applies to high dimensions d ⩾ 3.

Define the Kolmogorov operator by

Atu := ∆u+ b(t, ·) · ∇u,

and the dual Fokker-Planck operator

A∗
tu := ∆u− div(b(t, ·)u) = ∆u− b(t, ·) · ∇u.

To avoid inessential issues arising from the singularity of b, in the rest of this section, we
assume that b ∈ C∞

b (Rd+1) and b is divergence-free. We note that the constants in all of
the following a priori estimates do not depend on the regularity of b, but only on the critical
Lorentz-norm ∥b∥

L∞
t Ld,∞

x
, so the results in this section are valid for the drift b satisfying

(Ab).

2.1. Aronson-type estimate. Let us first prove the Aronson-type estimate for the funda-
mental solutions of ∂t −A∗

t .

Theorem 2.1 (Aronson-type estimate). Let d ⩾ 2. Then, ∂t − A∗
t admits a fundamental

solution ps,t(x, y), t ∈ [s, T ], x, y ∈ Rd, i.e.{
∂tps,t(x, y) = [A∗

t ps,t(x, ·)](y)
limt↓s ps,t(x, y) = δ(x− y),

and ps,t(x, y) satisfiesˆ
Rd

ps,r(x, z)pr,t(z, y)dz = ps,t(x, y),

ˆ
Rd

ps,t(x, y)dy = 1,

and
1

C
h ((t− s)/C, x− y) ⩽ ps,t(x, y) ⩽ Ch (C(t− s), x− y) , (2.1)

where h is the heat kernel for ∆ on Rd given by (1.2), C depends only on the dimension d
and ∥b∥

L∞
t Ld,∞

x
. Moreover, there exist constants α ∈ (0, 1) and C > 0, only depending on d

and ∥b∥
L∞
t Ld,∞

x
, such that for any t > s and x, y, y′ ∈ Rd,∣∣ps,t(x, y)− ps,t(x, y

′)
∣∣

⩽C

[(
|y − y′|√
t− s

)α

∧ 1

] [
h(C(t− s), x− y) + h(C(t− s), x− y′)

]
.

(2.2)

Remark 2.2. (i) The case where d ⩾ 3 follows from [28]. For the convenience of readers,
we give a unified estimate for both the cases d = 2 and d ⩾ 3.

(ii) Since ps,t(x, y) also satisfies the backward equation{
∂sps,t(x, y) = [Asps,t(·, y)](x)
lims↑t ps,t(x, y) = δ(x− y),
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and the operators At and A∗
t have the same form, except the opposite signs of the drift

coefficients, we also have∣∣ps,t(x, y)− ps,t(x
′, y)

∣∣
⩽C

[(
|x− x′|√
t− s

)α

∧ 1

] [
h(C(t− s), x− y) + h(C(t− s), x′ − y)

]
.

(2.3)

(iii) In light of Theorem 2.1, using standard approximation arguments one also has that for
any drift b satisfying (Ab), there exists a Markov process (Ps,x, Xt) such that

Ps,x(Xs = x) = 1, Ps,x(Xt ∈ A) =

ˆ
A
ps,t(x, y)dy,

where ps,t is the fundamental solution as in Theorem 2.1.

The proof of Theorem 2.1 follows from the Nash iteration as in [42, 15, 45]. Two key
ingredients are Nash’s inequality

∥u∥2+
4
d

L2
x

⩽ Cd∥∇u∥2L2
x
∥u∥

4
d

L1
x
, ∀u ∈ L1 ∩ Ḣ1, (2.4)

and the following lemma.

Lemma 2.3 ([15]). Suppose that w is a nonnegative, nondecreasing continuous function on
[0,∞). Let p ⩾ 2, a, β,Γ > 0 and δ ∈ (0, 1]. Then, there exists C depending only on a and β
such that if

u′(t) ⩽ −a

p

tp−2 (u(t))1+βp

(w(t))βp
+ pΓu(t),

then

t
1
β
− 1

βpu(t) ⩽

(
Cp2

δ

) 1
βp

e
Γδt
p w(t).

Proof of Theorem 2.1. (i) Upper bound: As in [15], for any α ∈ Rd, we define

φ(x) = α · x, ϕ = e−φ, Aφ∗
t f = ϕ−1A∗

t (fϕ),

and

pφs,t(x, y) = ϕ−1(y)ps,t(x, y)ϕ(x), Pφ∗
s,t f :=

ˆ
Rd

pφs,t(x, ·)f(x)dx.

By definition, pφs,t is the fundamental solution of ∂t −Aφ∗
t , and

Aφ∗
t f =ϕ−1∆(fϕ)− ϕ−1b · ∇(fϕ)

=∆f + 2∇f · ∇ log(ϕ) + f
∆ϕ

ϕ
− b · ∇f − b · ∇ log(ϕ)f

=∆f − (b+ 2α) · ∇f + (|α|2 + α · b)f.

(2.5)
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For any f ∈ L1
x ∩ L∞

x , put ft = Pφ∗
0,t f . Then ∂tft = Aφ∗

t ft. Using (B.6), (2.4) and (2.5),

we get that for any p ∈ [1,∞),

d

dt

ˆ
f2p
t =2p

ˆ
f2p−1
t ∂tft = 2p

ˆ
f2p−1
t Aφ∗

t ft

=− (4− 2/p)

ˆ
|∇fp

t |2 + 2p

ˆ
|α|2f2p

t + 2p

ˆ
α · b f2p

t

⩽− (4− 2/p) ∥∇fp
t ∥2L2

x
+ p|α|2∥fp

t ∥2L2
x
+ Cp|α|∥b∥

L∞
t Ld,∞

x
∥fp

t ∥L2
x
∥∇fp

t ∥L2
x

⩽− ∥∇fp
t ∥2L2

x
+
(
1 + C∥b∥2

L∞
t Ld,∞

x

)
p2|α|2∥fp

t ∥2L2
x

⩽− c
∥fp

t ∥
2+ 4

d

L2
x

∥fp
t ∥

d
4

L1
x

+
(
1 + C∥b∥2

L∞
t Ld,∞

x

)
p2|α|2∥fp

t ∥2L2
x
,

(2.6)

where c and C only depend on d.
Let

up(t) := ∥ft∥L2p
x
, wp(t) := sup

0⩽s⩽t
s

d
4
− d

2p ∥fs∥Lp
x
.

Then, (2.6) implies

u′p(t) ⩽ − c

p

tp−2 (up(t))
1+4p/d

(wp(t))
4p/d

+ C
(
1 + ∥b∥2

L∞
t Ld,∞

x

)
p|α|2up(t).

Applying Lemma 2.3 we get

∥ft∥∞ ⩽ lim sup
k→∞

w2k(t) ⩽ C(ε) exp
(
ε|α|2t

)
w2(t)

⩽C(ε) exp
(
ε|α|2t

)
sup
s∈[0,t]

∥fs∥L2
x
.

Using (2.6) again with p = 1 we derive that

∥ft∥2L2
x
⩽ exp

(
C
(
1 + ∥b∥2

L∞
t Ld,∞

x

)
|α|2t

)
∥f∥2L2

x
.

Combining the above two estimates together one sees

∥Pφ∗
0,t ∥L2

x→L∞
x

⩽ C exp
(
C
(
1 + ∥b∥2

L∞
t Ld,∞

x

)
|α|2t

)
.

Noting that b is divergence-free, by duality, we also have

∥Pφ∗
t,2t∥L1

x→L2
x
⩽ C exp

(
C
(
1 + ∥b∥2

L∞
t Ld,∞

x

)
|α|2t

)
.

Therefore,

∥Pφ∗
0,t ∥L1

x→L∞
x

⩽ C exp
(
C
(
1 + ∥b∥2

L∞
t Ld,∞

x

)
|α|2t

)
,

i.e.,

p0,t(x, y) ⩽ C exp
(
C
(
1 + ∥b∥2

L∞
t Ld,∞

x

)
|α|2t+ α · (y − x)

)
.

Letting α = (y − x)
(
2C(1 + ∥b∥2

L∞
t Ld,∞

x
)t
)−1

, we then obtain the upper bound estimate.
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(ii) Lower bound: Regarding the lower bound, following [15], we set

µ(x) := (2π)−
d
2 exp

(
−|x|2/2

)
and

G(t, y) :=

ˆ
Rd

log p1−t,1(x, y)µ(x) dx, t ∈ (0, 1] and y ∈ Rd.

By a straightforward computation with the integration-by-parts formula, we obtain

∂tG(t, y) =

ˆ
Rd

[∆xp1−t,1(x, y) + b(1− t, x) · ∇xp1−t,1(x, y)]
µ(x)

p1−t,1(x, y)
dx

=

ˆ
Rd

[
x · ∇x log p1−t,1(x, y) + |∇x log p1−t,1(x, y)|2

]
µ(x)dx

+

ˆ
Rd

b(1− t, x) · [∇µ(x) log p1−t,1(x, y)] dx

⩾− C∥∇x log p1−t,1(·, y)∥L2(µ) + ∥∇x log p1−t,1(·, y)∥2L2(µ)

− C∥b∥
L∞
t Ld,∞

x
∥∇µ log p1−t,1(·, y)∥Ld′,1

x

⩾− C − C ∥| · | log p1−t,1(·, y)µ∥Ld′,1
x

+
3

4
∥∇x log p1−t,1(·, y)∥2L2(µ).

In the case where d = 2, we have by (B.6),

∥| · |fµ∥
L2,1
x

⩽C∥| · |µ
1
3 ∥

L4,2
x
∥fµ

2
3 ∥

L4,2
x

⩽C∥fµ
2
3 ∥

1
2

L2
x
∥∇(fµ

2
3 )∥

1
2

L2
x

⩽Cε∥fµ
2
3 ∥L2

x
+ ε∥f | · |µ

2
3 ∥L2

x
+ ε∥∇fµ

2
3 ∥L2

x

⩽Cε∥f∥L2(µ) + ε∥∇f∥2L2(µ);

While for d ⩾ 3, Hölder’s inequality (A.2) yields

∥| · |fµ∥
Ld′,1
x

⩽ C∥| · |√µ∥
L

2d
d−2

,2

x

∥f√µ∥L2
x
⩽ C∥f∥L2(µ).

Thus, we conclude that for any d ⩾ 2,

∂tG(t, y) ⩾
1

2
∥∇x log p1−t,1(·, y)∥2L2(µ) − C∥ log p1−t,1(·, y)∥L2(µ) − C. (2.7)

Then the proof for the lower bound can be argued in an analogous way as in [15] and [45],
so the details are omitted here.

(iii) Hölder regularity estimate. We note that the Aronson-type estimate implies Nash’s
continuity theorem (see, e.g., [42]): suppose that u is a solution to equation

∂tu = A∗
tu (or ∂tu = Atu)

in QR(τ, ξ), then there exist two universal constants α ∈ (0, 1) and C > 0 such that∣∣u (t, y)− u
(
t′, y′

)∣∣ ⩽ C

(
|t− t′|1/2 + |y − y′|

R

)α(
sup

QR(τ,ξ)
u− inf

QR(τ,ξ)
u

)
(2.8)

for all (t, y), (t′, y′) ∈ QR/2(τ, ξ).
Below we set that for any 0 ⩽ s < t < ∞,

R :=
√
t− s and τ := t+

R2

8
= s+

9R2

8
.
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Figure 3. Cube QR(τ, ξ)

We consider two cases where |y − y′| ⩽ R/2 and |y − y′| > R/2, respectively.

(iii.a) Suppose that y, y′ ∈ Rd satisfying |y − y′| ⩽ R/2. Let ξ = y+y′

2 . Applying (2.8) to
u(t, y) = ps,t(x, y), we obtain that∣∣ps,t(x, y)− ps,t(x, y

′)
∣∣ ⩽C

(
|y − y′|

R

)α

sup
z∈BR(ξ);

r∈(τ−R2,τ)

ps,r(x, z)

⩽C|y − y′|α(t− s)−
d+α
2 sup

z∈BR(ξ);
r∈(s+R2/8,s+(9R2/8))

exp

(
−|x− z|2

CR2

)
.

Since

sup
z∈BR(ξ)

exp

(
−|x− z|2

CR2

)
⩽ 1 ⩽ C exp

(
−|x− y|2

CR2

)
when x ∈ B2R(ξ)

and

sup
z∈BR(ξ)

exp

(
−|x− z|2

CR2

)
≍ exp

(
−|x− y|2

C ′R2

)
when x ∈ Bc

2R(ȳ),

we get ∣∣ps,t(x, y)− ps,t(x, y
′)
∣∣ ⩽ C|y − y′|α(t− s)−

α
2 h (C(t− s), x− y) . (2.9)

(iii.b) If |y − y′| > R/2, then we have∣∣ps,t(x, y)− ps,t(x, y
′)
∣∣ ⩽ |ps,t(x, y)|+

∣∣ps,t(x, y′)∣∣
⩽h (C(t− s), x− y) + h

(
C(t− s), x− y′

)
.

(2.10)

Combining (2.9) and (2.10) together we obtain the desired conclusion. □

2.2. Hölder regularity estimate. Now, let us consider the Kolmogorov equation

∂tu = Atu+ cu+ f, u(0) = 0 (2.11)

or

∂sv +Asv + cv = f, v(T ) = 0. (2.12)

The main result of this subsection is Proposition 2.6 below concerning the Hölder regularity
estimate of solutions to the Kolmogorov equation.

Definition 2.1. Let I be an open interval in R+ and D a domain of Rd. Set Q := I ×D.
We say that u ∈ L∞

t L2
x(Q) ∩ L2

tH
1
x(Q) is a subsolution (resp. supersolution) of

∂tu = Atu+ cu+ f (2.13)
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in Q, if for any φ ∈ C∞
c (Q) with φ ⩾ 0,ˆ

Q
[−u∂tφ+∇u · ∇φ+ (b · ∇u)φ− cuφ] ⩽ (resp. ⩾)

ˆ
Q
fφ.

If u ∈ CtL
2
x ∩ L2

tH
1
x is a solution to (2.13) on (0, T )× Rd and u(0) = 0, then we say that u

is a solution to (2.11).

We first have the following energy estimate, the proof is standard and thus is omitted.

Proposition 2.4 (Energy estimate). Assume that f = g + divF with g ∈ L1
tL

2
x and F ∈

L2(Rd;Rd). Let u ∈ CtL
2
x ∩ L2

tH
1
x be the solution to (2.11). Then

∥u∥L∞
t L2

x
+ ∥∇u∥L2

t,x
⩽ C

(
∥g∥L1

tL
2
x
+ ∥F∥L2

t,x

)
,

where C only depends on ∥c∥L∞ and T . When d = 2 and c ≡ 0, one has

∥u∥2L∞
t L2

x
+ ∥∇u∥2L2

t,x
⩽ C1∥f∥2

L
4
3
t,x

,

where C1 is independent of T .

The following fact will be used frequently in this paper.

Lemma 2.5. Let h be the heat kernel given by (1.2). Then, for any l, α ⩾ 1, it holds that

∥h(t, ·)∥
Ll,α
x

⩽ Ct−
d
2
(1− 1

l
). (2.14)

As a consequence, for any (p, q) ∈ I , r ⩾ p and β ⩾ 1,

sup
t∈[0,T ]

∥∥∥∥ˆ t

0
f(t− s) ∗ h(s)ds

∥∥∥∥
Lr,β
x

⩽ C∥f∥Lq
tL

p
x
. (2.15)

Proof. Since h(t, x) = t−
d
2h(1, x/

√
t), one has

∥h(t, ·)∥
Ll,α
x

= t−
d
2
(1− 1

l
)∥h(1, ·)∥

Ll,α
x
,

from which (2.14) can be derived.
Then, an application of Proposition A.1 (iii) and (2.14) yields

sup
t∈[0,T ]

∥∥∥∥ˆ t

0
f(t− s) ∗ h(s)ds

∥∥∥∥
Lr,β
x

⩽ C sup
t∈[0,T ]

ˆ t

0
s
− d

2
( 1
p
− 1

r
)∥f(t− s, ·)∥Lp

x
ds ⩽ C∥f∥Lq

tL
p
x
.

where we also used the fact that −d
2(

1
p − 1

r )(1 − 1
q )

−1 > −1 in the last step, due to the

conditions on p, q and r. Thus, (2.15) is proved. □

Proposition 2.6 (Hölder regularity estimate). Let d ⩾ 2 and (p, q) ∈ I . Then, for any
f ∈ Lq

tL
p
x, the Kolmogorov equation (2.11) admits a weak solution u such that

sup
t∈[0,T ]

∥u(t)∥Cα
x
⩽ C∥f∥Lq

tL
p
x
, (2.16)

where α depends only on d, p, q and ∥b∥
L∞
t Ld,∞

x
, and C depends on d, α, p, q, T , ∥b∥

L∞
t Ld,∞

x

and ∥c∥L∞
t,x
.

Proof. By standard approximation arguments, it suffices to consider the smooth case where
b, c, f ∈ C∞

b (Rd) and to prove that

∥v(t)∥Cα
x
⩽ C∥f∥Lq

tL
p
x
, t ∈ [0, T ],

for v satisfying (2.12).
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For this purpose, by the Feynman-Kac formula, we derive

v(s, x) = Es,x

ˆ T

s
f(t,Xt) exp

(
−
ˆ t

s
c(r,Xr)dr

)
dt,

where (Ps,x, Xt) is the Markov process corresponding to At. Then, the Aronson-type estimate
(2.1) yields

|v(s, x)| ⩽ Ce∥c∥L∞T

ˆ T

s

ˆ
Rd

|f(t, y)|h(C(t− s), x− y) dy dt.

Let l = p/(p− 1) in (2.14). Since d/p+ 2/q < 2, we get

∥v(s, ·)∥L∞
x

⩽ C

ˆ T−s

0
t
− d

2p ∥f(s+ t, ·)∥Lp dt ⩽ C∥f∥Lq
tL

p
x
. (2.17)

Similarly, one can also derive that

∥v∥Lq
tL

p
x
⩽ C∥f∥Lq

tL
p
x
. (2.18)

Now, let g := cv + f . Since

∂sv +Asv + g = 0, v(T ) = 0,

it holds that

v(s, x) = Es,x

ˆ T

s
g(t,Xt)dt =

ˆ T

s

ˆ
Rd

ps,t(x, y)g(t, y) dydt.

Let R = |x− x′| ≪ 1. By (2.3) and Hölder’s inequality, there exits α ∈ (0, 1) such that

|v(s, x)− v(s, x′)| ⩽
ˆ T

s
|g(t, y)|

∣∣ps,t(x, y)− ps,t(x
′, y)

∣∣ dt
⩽C

ˆ s+R2

s
|g(t, y)|

(
ps,t(x, y) + ps,t(x

′, y)
)
dydt

+ CRα

ˆ T

s+R2

(t− s)−
α
2 dt

ˆ
Rd

|g(t, y)|(t− s)−
d
2 exp

(
−|x− y|2

C(t− s)

)
dy

⩽C

ˆ R2

0
t
− d

2p ∥g(s+ t, ·)∥Lp
x
dt+ CRα

ˆ T

R2

t
−α

2
− d

2p ∥g(s+ t, ·)∥Lp
x
dt

⩽CR
2− d

p
− 2

q ∥g∥Lq(s,T ;Lp
x)
+ CRα∥g∥Lq(s,T ;Lp

x)

(ˆ T

R2

t
−αq′

2
− dq′

2p dt

) 1
q′

.

Re-selecting the parameter α ∈ (0, 2 − d/p − 2/q) and combining (2.18) with the above
estimate we thus obtain

|v(s, x)− v(s, x′)| ⩽C|x− x′|α∥g∥Lq(0,T ;Lp
x)

⩽C|x− x′|α
(
∥v∥Lq

tL
p
x
+ ∥f∥Lq

tL
p
x

)
⩽C|x− x′|α∥f∥Lq

tL
p
x
.

This together with (2.17) prove the desired assertion. □
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2.3. Sobolev regularity estimate. The main result of this subsection is the following
second order Sobolev regularity estimate for backward Kolmogorov equations, which is crucial
in the proof of Theorem 1.1.

Theorem 2.7 (Second order Sobolev regularity estimate). Let d ⩾ 2. Assume that b satisfies
(Ab). Then, there exists (p, q) ∈ I , which only depends on d and ∥b∥

L∞
t Ld,∞

x
, such that for

any c ∈ L∞
t (L1

x ∩ L∞
x ) and f ∈ L∞

t (L1
x ∩ Ld

x), the weak solution u to (2.11) satisfies

∥u∥
Lq
tW

2,p
x

+ ∥∂tu∥Lq
tL

p
x
⩽ C∥f∥L∞

t (L1
x∩Ld

x)
, (2.19)

where C only depends on d, p, q, T , ∥b∥
L∞
t Ld,∞

x
and ∥c∥L∞

t (L1
x∩L∞

x ).

In order to prove Theorem 2.7, let us first recall the following Lq-Lp estimate for the heat
equation proved by Krylov [29].

Proposition 2.8 ([29]). Let p, q ∈ (1,∞), α ∈ R. Assume that f ∈ Lq
tH

α,p
x . Then, the heat

equation

∂tu−∆u = f in (0, T )× Rd, u(0) = 0, (2.20)

has a unique solution in Lq
tH

2+α,p
x , which satisfies the estimate

∥∂tu∥Lq
tH

α,p
x

+ ∥u∥
Lq
tH

2+α,p
x

⩽ C∥f∥Lq
tH

α,p
x

, (2.21)

where C = C(d, p, q, T ).

The next result gives a parabolic version of Sobolev’s embedding (see, e.g., [49]).

Proposition 2.9 (Parabolic-type Sobolev embedding). Let p, q ∈ (1,∞), r ∈ [p,∞) and

s ∈ [q,∞). Assume ∂tu ∈ Lq
tL

p
x, u ∈ Lq

tW
2,p
x . If 1 < 2/q + d/p = 2/s+ d/r + 1, then

∥∇u∥Ls
tL

r
x
⩽ C

(
∥∂tu∥Lq

tL
p
x
+ ∥∇2u∥Lq

tL
p
x

)
, (2.22)

where C only depends on d, p, q, r, s.

The case where d ⩾ 3: The proof is essentially presented in [49], see Figure 4 for the
strategy of the proof. Hence we omit the details here, but remark that the strategy presented
in Figure 4 can be implemented by selecting the parameters as

r >
d

1/δ − 2
, q >

2

1/δ − d/r − 2

such that
d

p
+

2

q
= 1 + 2δ + δ

(
d

r
+

2

q

)
< 2.

The case where d = 2: As mentioned before, the 2D case is much more delicate than the
high dimensional case d ⩾ 3. One major obstacle is that the above strategy can not establish
∇u ∈ Lq

tL
l
x with l > 2 = d. It thus limits the application of Proposition 2.8 to implement

the above strategy.
To overcome this problem, we introduce the upgradation procedure as shown in Figure 1

of Section 1, based on a new Meyers-type estimate and the refined Gagliardo-Nirenberg
estimate. In order to implement the upgradation strategy, let us first recall the famous
Gerhing’s Lemma. Let

∥−f∥−Lp(A) :=

( 
A
|f |p

) 1
p

=

(
1

|A|

ˆ
A
|f |p

) 1
p

.



20 M. Röckner, D. Zhang & G. Zhao

f ∈ L∞
t (L1

x ∩ Ld
x) u ∈ L∞

t Lr,1
x

r ≫ d
d−2

bu ∈ Lq
tL

l,1
x

l = dr
d+r , q ≫ 1

∇u ∈ Lq
tL

l
x

b · ∇u ∈ Lq
tL

p
x

p = dl
d+l

∇2u ∈ Lq
tL

p
x ∇u ∈ Lq

tL
l,1
x

δ ∈ (0, 12), l =
p
δ , q = q

δ

b · ∇u ∈ Lq
tL

p
x

p = dl
d+l

u ∈ Lq
tW

2,p
x , ∂tu ∈ Lq

tL
p
x

Prop.2.6 Prop. 2.8

Prop. 2.8 Prop. B.2

Prop. 2.6

Prop. 2.8

Figure 4. Proof Strategy when d ⩾ 3

Lemma 2.10 (Gerhing’s Lemma, Proposition 1.3 of [20]). Let θ ∈ [0, 1). Assume that

∥−v∥−Lp(QR/2(z)) ⩽ θ∥−v∥−Lp(QR(z)) + C2∥−v∥−L1(QR(z)) + C2∥−g∥−Lp(QR(z))

holds for any z = (t, x) ∈ Rd+1 and R > 0, where Qr(z) = (t − R2, t) × Br(x). Then, there
exists q = q(d, p, θ, C2) > p such that for any z ∈ Rd+1 and R > 0,

∥−v∥−Lq(QR/2(z)) ⩽ C∥−v∥−Lp(QR(z)) + C∥−g∥−Lq(QR(z)), (2.23)

where C only depends on d, p, θ, C2 and q.

Lemma 2.11. Let d = 2. There is a constant C such that for any R > 0 and u ∈ W 1,2(BR),

∥u∥4L4(BR) ⩽ C∥u∥2L2(BR)

ˆ
BR

(
R−2|u|2 + |∇u|2

)
. (2.24)

Proof. Let E be the standard extension operator in the theory of Sobolev space (see [14]),
which continuously maps L2(B1) and W 1,2(B1) to L2(R2) and W 1,2(R2), respectively. By
the classical Ladyžhenskaya inequality on R2, we have

∥u∥4L4(B1)
⩽ ∥Eu∥4L4(R2) ⩽ C∥∇Eu∥2L2(R2)∥Eu∥2L2(R2) ⩽ C∥u∥2W 1,2(B1)

∥u∥2L2(B1)
.

The desired inequality follows by the above estimate and scaling. □

The following lemma is crucial for the proof of Theorem 2.7.

Lemma 2.12 (Reverse Hölder estimate). Let d = 2, ρ > 0, and u be a weak solution to
(2.13) in Qρ with c = 0. Then, there exists a constant C3 only depending on ∥b∥

L∞
t L2,∞

x (Qρ)

such that for any R ∈ (0, ρ] and ε ∈ (0, 1),¨
QR

2

|∇u|2 ⩽ε
(
1 + ∥u∥2L∞

t L2
x(Qρ)

)¨
QR

|∇u|2

+ C3ε
− 3

2R−2

(¨
QR

|∇u|
4
3

) 3
2

+ C3ε
− 1

3

¨
QR

|f |
4
3 ,

for any u ∈ L∞
t L2

x(Qρ) and f ∈ L
4
3
t,x(QR).
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Proof. We use the cut-off function φ ∈ C∞
c (B1) satisfying φ ∈ [0, 1] and φ

∣∣
B 1

2

= 1, and let

ϕ ∈ C∞
c ((−1, 1)) satisfy ϕ ∈ [0, 1] and ϕ

∣∣
[− 1

2
, 1
2
]
= 1. Let

φR(x) := φ(
x

R
), ϕR(t) := ϕ

(
t

R2

)
,

and

uR :=

(ˆ
BR

uφ10
R

)(ˆ
BR

φ10
R

)−1

, ūR := u− uR.

For simplicity, the subscript R is omitted below. Multiplying both sides of (2.11) by ūφ10ϕ2

and using the integration-by-parts formula, we have¨
QR

∂tu ūφ10ϕ2 =

¨
QR

∂t(u− u)(u− u)φ10ϕ2

=
1

2

¨
QR

∂t(ū
2φ10ϕ2)−

¨
QR

ū2φ10ϕϕ′,

and

−
¨

QR

∆u ūφ10ϕ2 =

¨
QR

|∇u|2φ10ϕ2 + 10

¨
QR

ūφ9ϕ2 ∇u · ∇φ.

Since b is divergence free, we get¨
QR

b · ∇u ūφ10ϕ2 =
1

2

¨
QR

φ10ϕ2 b · ∇(ū2) = −5

¨
QR

ū2φ9ϕ2 b · ∇φ.

Thus,

sup
t∈(−R2,0)

ˆ
BR

ū2(t)φ10ϕ2(t)︸ ︷︷ ︸
=:J1

+

¨
QR

|∇u|2φ10ϕ2

︸ ︷︷ ︸
=:J2

⩽
C

R2

¨
QR

ū2φ10ϕ+
C

R

¨
QR

|∇u| ūφ9ϕ2 +
C

R

¨
QR

|b| ū2φ9ϕ2 + C

¨
QR

fūφ10ϕ2

⩽
1

2

¨
QR

|∇u|2φ10ϕ2 + Cδ−
1
3

¨
QR

|f |
4
3 +

δ

2

¨
QR

|ū|4 (∀δ > 0)

+
C

R2

¨
QR

ū2φ7ϕ︸ ︷︷ ︸
=:I1

+
C

R

¨
QR

|b| ū2φ9ϕ2

︸ ︷︷ ︸
=:I2

.

(2.25)

For I1, by Hölder’s inequality and the Poincaré-type inequality (B.8), for any δ > 0,

I1 =
C

R2

¨
QR

ū2φ7ϕ ⩽
C

R2

¨
QR

(ū
2
3φ

10
3 ϕ

2
3 )ū

4
3

⩽
C

R2

ˆ 0

−R2

(ˆ
BR

ū2(t)φ10ϕ2(t)

) 1
3
(ˆ

BR

ū2(t)

) 2
3

dt

⩽δ sup
t∈(−R2,0)

ˆ
BR

ū2(t)φ10ϕ2(t) + δ−
1
2

[ˆ 0

−R2

R−2

(ˆ
BR

ū2(t)

) 2
3

dt

] 3
2

⩽δJ1 + Cδ−
1
2R−2

(¨
QR

|∇u|
4
3

) 3
2

.

(2.26)
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Regarding I2, by the Hölder inequality (A.2), the Ladyženskaja-type inequality for Lorentz
spaces (B.6) and (2.26), we obtain that for any ε > 0,

I2⩽
C

R
∥b∥

L∞
t L2,∞

x (QR)
∥ūφ

9
2ϕ∥2

L2
tL

4,2
x (QR)

⩽
C

R
∥b∥

L∞
t L2,∞

x (QR)

ˆ 0

−R2

∥ū(t)φ
9
2ϕ(t)∥2

L4,2
x (BR)

dt

⩽
C

R
∥b∥

L∞
t L2,∞

x (QR)

ˆ 0

−R2

∥ū(t)φ
9
2ϕ(t)∥L2

x

∥∥∥∇(ū(t)φ 9
2ϕ(t)

)∥∥∥
L2
x

dt

⩽
C

εR2

(
1 + ∥b∥2

L∞
t L2,∞

x (QR)

)¨
QR

ū2φ7ϕ+
ε

2

¨
QR

|∇u|2

⩽Cε−1δJ1 + Cε−1δ−
1
2R−2

(¨
QR

|∇u|
4
3

) 3
2

+
ε

2

¨
QR

|∇u|2.

(2.27)

Combining (2.25)-(2.27), we get

(1− C4δ/ε)J1 + J2 ⩽ε

¨
QR

|∇u|2 + δ

¨
QR

|ū|4

+ C4ε
−1δ−

1
2R−2

(¨
QR

|∇u|
4
3

) 3
2

+ C4δ
− 1

3

¨
QR

|f |
4
3 ,

where C4 only depends on ∥b∥
L∞
t L2,∞

x (Qρ)
.

Using (2.24) and the Poincaré-type inequality (B.7), we have¨
QR

|ū|4⩽C

ˆ 0

−R2

dt

ˆ
BR

|ū|2(t)
(ˆ

BR

R−2|ū(t)|2 + |∇ū(t)|2
)

⩽
ˆ 0

−R2

dt

ˆ
BR

|ū|2(t)
ˆ
BR

|∇ū(t)|2

⩽C sup
t∈(−R2,0)

(ˆ
BR

|ū|2(t)
)¨

QR

|∇u|2

⩽C5 sup
t∈(−R2,0)

(ˆ
BR

u2(t)

)¨
QR

|∇u|2,

where C is a constant independent of δ and ε. Thus,

(1− C4δ/ε)J1 + J2 ⩽ε

¨
QR

|∇u|2 + δC5 sup
t∈(−R2,0)

(ˆ
BR

u2(t)

)¨
QR

|∇u|2

+ C4ε
−1δ−

1
2R−2

(¨
QR

|∇u|
4
3

) 3
2

+ C4δ
− 1

3

¨
QR

|f |
4
3 .

(2.28)

For any ε ∈ (0, 1), by choosing δ = ε/(C4 + C5), we obtain the desired estimate. □

Lemma 2.13 (Meyers-type estimate). Let d = 2. There exists a universal constant γ > 2
only depending on ∥b∥

L∞
t L2,∞

x
such that for any weak solution to (2.11) on [0, T ] × Rd with

c = 0, it holds

∥∇u∥Lγ
t,x

⩽ C∥f∥
1
3

L
4
3
t,x

∥f∥
2
3

L
2γ
3

t,x

, (2.29)

for any f ∈ L
4
3
t,x ∩ L

2γ
3
t,x. Here the constant C only depends on γ and ∥b∥

L∞
t L2,∞

x
.
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Proof. As before, we assume that b ∈ C∞
b (Rd) with divb = 0, f ∈ C∞

c (Rd). Then (2.11)

admits a classical solution u that can be extended continuously to (−∞, T ] × Rd by setting
u(t, ·) = 0 for all t ⩽ 0.

Let

f̃ = f/∥f∥
L

4
3
t,x

, ũ = u/∥f∥
L

4
3
t,x

.

By the linearity of (2.11), ũ also satisfies (2.11) with f replaced by f̃ . Thanks to Lemma 2.12
and Proposition 2.4, for any R > 0 and z ∈ (−∞, T )× R2, it holds that¨

QR
2
(z)

|∇ũ|2 ⩽ε (1 + C1)

¨
QR(z)

|∇ũ|2

+ C3ε
− 3

2R−2

(¨
QR(z)

|∇ũ|
4
3

) 3
2

+ C3ε
− 1

3

¨
QR(z)

|f̃ |
4
3 .

(2.30)

Letting ε := 2−10 (1 + C1)
−1 and

v := |∇ũ|
4
3 , g := |f̃ |

8
9 , p :=

3

2
,

we obtain that

∥−v∥−Lp(QR/2) ⩽
1

2
∥−v∥−Lp(QR) + C6∥−v∥−L1(QR) + C6∥−g∥−Lp(QR),

where C6 only depends on ∥b∥
L∞
t L2,∞

x
. In the light of Lemma 2.10, there exists γ > 2 only

depending on ∥b∥
L∞
t L2,∞

x
, such that for any R > 0,

¨
QR/2

|∇ũ|γ ⩽CR4−2γ

(¨
QR

|∇ũ|2
)γ/2

+ C

¨
QR

|f̃ |
2γ
3

⩽CR4−2γ + C

¨
QR

|f̃ |
2γ
3 ,

where C only depends on γ and ∥b∥
L∞
t L2,∞

x
. Letting R → ∞, we obtain (2.29). □

We are now ready to prove Theorem 2.7 in the case where d = 2.

Proof of Theorem 2.7. The proof relies on three steps to upgrade the integrability of the
gradient of solutions. Again we focus on the smooth case where b ∈ C∞

b (Rd) with divb = 0,

f ∈ C∞
c (Rd), and additionally c = 0. Then (2.11) admits a classical solution u which can be

extended continuously to (−∞, T ]× Rd by setting u(t, ·) = 0 for all t ⩽ 0.

(i) Base estimates: Let T be the solution map for the heat equation (2.20), i.e.,

T (f)(t, x) :=

ˆ t

0

ˆ
R2

h(t− s, y)f(s, y) dy ds,

where h is the heat kernel as in (1.2). Then

u = T f + T (b · ∇u) = T f +∇ · T (bu). (2.31)

Set

|||f ||| := ∥f∥L∞
t L1

x
+ ∥f∥L∞

t L2
x
.

For any µ ∈ (1, 2) and ν ∈ (2,∞), choosing

η =

(
1

2µ
+

1

2ν
+

1

4

)−1

∈ (1, 2),
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and using the Lq-Lp estimate in Proposition 2.8 and the parabolic-type Sobolev embedding
in Proposition 2.9, we have

∥∇T (f)∥Lν
t L

µ
x
⩽ C

(
∥∂tT (f)∥Lη

t,x
+ ∥∇2T (f)∥Lη

t,x

)
⩽ C∥f∥Lη

t,x
⩽ C|||f |||.

Moreover, using Theorem 2.1 and Lemma 2.5 we come to

∥u∥
L∞
t Lr,1

x
⩽ C|||f ||| with r =

(
1

µ
− 1

2

)−1

.

Thus,

∥bu∥Lν
t L

µ
x
⩽ C∥b∥

L∞
t L2,∞

x
∥u∥

L∞
t Lr,1

x
⩽ C|||f |||. (2.32)

Therefore, using (2.31)-(2.32) and Proposition 2.8 again we obtain

∥∇u∥Lν
t L

µ
x
⩽ C∥∇2T (bu)∥Lν

t L
µ
x
+ C∥∇T (f)∥Lν

t L
µ
x
⩽ C|||f |||. (2.33)

(ii) First upgradation: We note that the integrability exponent µ in the last estimate
(2.33) is strictly less than two, which is insufficient to derive (2.19). The key idea in this step
is to make use of the Meyers-type estimate to upgrade the integrability of the gradient of
solutions.

More precisely, let γ > 2 be the integrability exponent as in Lemma 2.13 and ε ∈ (0, γ−1)
be a small parameter to be determined later. Set

θ = 1− εγ ∈ (0, 1), µ =
1− εγ

1/2− (γ/4 + 1/2)ε
∈ (1, 2), ν >

1− εγ

(γ/4− 1/2)ε
∨ 1.

Combining (2.33) and the Meyers-type estimate (2.29) together, we can upgrade the integra-
bilitiy of ∇u by

∥∇u∥
Lq
tL

l,1
x

⩽ ∥∇u∥θLν
t L

µ
x
∥∇u∥1−θ

Lγ
t,x

⩽ C|||f |||,

where
1

l
=

θ

µ
+

1− θ

γ
,

1

q
=

θ

ν
+

1− θ

γ
> ε.

Note that, by our choice of parameters, one has

1

l
=

1

2
− γε

4
+

ε

2
<

1

2
, ε <

1

q
<

γε

4
+

ε

2
. (2.34)

In particular, the integrability exponent l of the energy is now raised above 2 = d. Put

p =
2l

2 + l
.

Then

∥b · ∇u∥Lq
tL

p
x
⩽ C∥b∥

L∞
t L2,∞

x
∥∇u∥

Lq
tL

l,1
x

⩽ C|||f |||. (2.35)

Note that

1 + ε >
1

q
+

1

p
=

1

2
+

1

l
+

1

q
> 1 + ε

(
3

2
− γ

4

)
> 1 (if γ < 6), (2.36)

due to (2.34).
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(iii) Second upgradation: We still need to further upgrade the integrability of ∇u. For
this purpose, using the Lq-Lp estimate in Proposition 2.8 again and (2.35), we see that

∥∇2u∥Lq
tL

p
x
⩽ C

(
∥b · ∇u∥Lq

tL
p
x
+ ∥f∥Lq

tL
p
x

)
⩽ C|||f |||.

By virtue of the fractional Gagliardo-Nirenberg estimate in Proposition B.2, we obtain the
improved estimate

∥∇u∥
L
qi
t L

li
x
⩽ ∥∇2u∥δi

Lq
tL

p
x
∥u∥1−δi

L∞
t Cαi ⩽ C|||f |||,

where 0 < α1 =
1
3α, α2 = α, δi =

1−αi
2−αi

and α is the constant in Proposition 2.6, and

1

li
=

δi
p
,

1

qi
=

δi
q
.

Using the interpolation estimate (B.1) again we have

∥∇u∥
Lq
tL

l,1
x

⩽ C
(
∥∇u∥

L
q1
t L

l1
x
+ ∥∇u∥

L
q2
t L

l2
x

)
⩽ C|||f |||,

where

l :=
p

δ
, q :=

q

δ
with 0 < δ =

1− α/2

2− α/2
<

1

2
.

This further yields the improved integrability estimate

∥b · ∇u∥Lq
tL

p
x
⩽ C∥b∥

L∞
t L2,∞

x
∥∇u∥

Lq
tL

l,1
x

⩽ C|||f |||,

where

1

p
:=

1

l
+

1

2
=

δ

p
+

1

2
.

Now choosing ε < 1
γ ∧

(
1
2δ − 1

)
and using (2.36) we infer that the improved integrability

exponent (p, q) exactly lies in I , that is,

1

p
+

1

q
=

1

2
+ δ

(
1

2
+

1

l
+

1

q

)
<

1

2
+ δ(1 + ε) < 1.

Thus, applying the Lq-Lp estimate in Proposition 2.8 again we obtain the desired estimate
(2.19) in the case where c = 0.

Now, the case where c ∈ L∞
t (L1

x ∩ L∞
x ) can be estimated easily by applying the second

order Sobolev estimate (2.19) for c = 0 and (2.16):

∥u∥
Lq
tW

2,p
x

+ ∥∂tu∥Lq
tL

p
x
⩽ C|||cu+ f ||| ⩽ C∥u∥L∞

t,x
∥c∥L∞

t (L1
x∩L∞

x ) + C|||f ||| ⩽ C|||f |||,

where C only depends on d, p, q, T , ∥b∥
L∞
t Ld,∞

x
and ∥c∥L∞

t (L1
x∩L∞

x ). The proof is complete. □

3. SDEs with endpoint critical drifts

In this section, we aim to establish Theorem 1.2 with the endpoint critical drifts. Without
loss of generality, let us assume s = 0 in (SDE).
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3.1. Existence. To begin with, let us start with the generalized Itô formula.

Lemma 3.1 (Generalized Itô’s formula). Let (p, q) ∈ I . Suppose that Xt is a solution to
(SDE) with s = 0 satisfying the following Krylov-type estimate

E

ˆ T

0
f(Xt)dt ⩽ C∥f∥Lq

tL
p
x
,

and u ∈ Lq
tW

2,p
x with ∂tu ∈ Lq

tL
p
x. Then, for any 0 ⩽ t′ < t ⩽ T , we have

u(t,Xt)− u(t′, Xt′) =

ˆ t

t′
(∂r +Ar)u(r,Xr)dr +

√
2

ˆ t

t′
∇u(r,Xr) · dWr. (3.1)

Proof. Take any mollifier ϱ ∈ C∞
c (Rd+1) such that

´
ϱ = 1, and let ϱn(t, x) = nd+2ϱ(n2t, nx).

Let un = u ∗ ϱn ∈ C∞(R× Rd). Itô’s formula gives that

un(t,Xt)− un(t′, Xt′) =

ˆ t

t′
(∂r +Ar)u

n(r,Xr)dr +
√
2

ˆ t

t′
∇un(r,Xr) · dWr, (3.2)

where Ar is the Kolmogorov operator as in Section 2. Since

∥(∂t +At)(u− un)∥Lq
tL

p
x
⩽∥∂tu− ∂tu ∗ ρn∥Lq

tL
p
x
+ ∥∆u−∆u ∗ ϱn∥Lq

tL
p
x

+ ∥b∥
L∞
t Ld,∞

x
∥∇u−∇u ∗ ϱn∥

Lq
tL

dp
d−p

,p

x

⩽C∥∂tu− ∂tu ∗ ϱn∥Lq
tL

p
x
+ C∥∇2u−∇2u ∗ ϱn∥Lq

tL
p
x
→ 0

as n → ∞, by the Krylov estimate one hasˆ t

t′
(∂r +Ar)u

n(r,Xr)dr →
ˆ t

t′
(∂r +Ar)u(r,Xr)dr in L1(Ω,P).

Moreover, noting that
d

p
+

2

q
<

d

2p
+

1

q
+ 1,

by the parabolic-type Sobolev embedding in Proposition 2.9, there exists l > 2q such that

∥∇u−∇un∥
Ll
tL

2p
x

⩽ C
(
∥∂tu− ∂tu

n∥Lq
tL

p
x
+ ∥∇2u−∇2un∥Lq

tL
p
x

)
→ 0.

This along with Doob’s inequality and Krylov’s estimate yields that

E sup
0⩽t′<t⩽T

∣∣∣∣ˆ t

t′
∇un(r,Xr) · dWr −

ˆ t

t′
∇u(r,Xr) · dWr

∣∣∣∣2
⩽CE

ˆ T

0
|∇un(r,Xr)− |∇un(r,Xr)|2dr

⩽C∥(∇un −∇u)∥2
L2q
t L2p

x
⩽ C∥(∇un −∇u)∥2

Ll
tL

2p
x

→ 0,

where the last step is due to l > 2q. Therefore, the right-hand side of (3.2) converges to that
of (3.1). Taking into account that for any 0 < α < (2− d

p − 2
q ) ∧ 1,

∥u∥Cα ⩽ C
(
∥∂tu∥Lq

tL
p
x
+ ∥∇2u∥Lq

tL
p
x

)
(see [35]), we also infer that the left-side of (3.2) converges to that of (3.1), and thus finish
the proof. □

We are now in a position to provide the



Stochastic Differential Equations with Critical Drifts/Interaction Kernels 27

Proof of the existence part of Theorem 1.2: Let s = 0 for simplicity. Take any mollifier ϱ ∈
C∞
c (Rd+1) such that

´
ϱ = 1, and let ϱn(t, x) = nd+2ϱ(n2t, nx). Set

b1 = b1{|b|>1}, b2 = b1{|b|⩽1} and bni = bi ∗ ϱn, bn = b ∗ ϱn.

Let

p1 = 3d/4 and p2 = 2d

and (pi, qi) ∈ I , i = 1, 2. Noting that

∥b1∥p1L∞
t L

p1
x

⩽ C∥b∥d
L∞
t Ld,∞

x

ˆ ∞

1
λp1−1−ddλ ⩽ C∥b∥d

L∞
t Ld,∞

x

and

∥b2∥p2L∞
t L

p2
x

⩽ C∥b2∥dL∞
t Ld,∞∥b2∥p2−d

L∞
t,x

⩽ C∥b∥dL∞
t Ld,∞ ,

we have that C∞
b ∋ bni → bi in Lqi

t L
pi
x . Since bn ∈ C∞

b , the classical SDE theory guarantees
the existence of a unique strong solution Xn to (SDE), with b replaced by bn, starting from
s = 0. Moreover, by the classical parabolic PDE theory, for any (p, q) ∈ I , t1 ∈ (0, T ] and

f ∈ Lq
tL

p
x, there exists a unique solution vn in Lq

tW
2,p
x satisfying

∂tv
n +∆vn + bn · ∇vn + f = 0, vn(t1) = 0.

Then, by Itô’s formula and Proposition 2.6, there exist α ∈ (0, 1/2), C > 0 such that for any
0 ⩽ t0 < t1 ⩽ T ,

sup
n

E

ˆ t1

t0

f(t,Xn
t )dt ⩽ sup

x∈Rd

|vn(t0, x)| ⩽ C(t1 − t0)
α∥f∥Lq

tL
p
x
. (3.3)

Now let τ ∈ [0, T ] be any bounded stopping time. Since

Xn
(τ+δ)∧T −Xn

τ =

ˆ (τ+δ)∧T

τ
bn(t,X

n
t )dt+

√
2(W(τ+δ)∧T −Wτ ), δ > 0,

applying (3.3) to f = bn1 we get

E

ˆ (τ+δ)∧T

τ
|bn|(t,Xn

t )dt ⩽ Cδα
(
∥bn1∥L∞

t L
p1
x

+ ∥bn2∥L∞
t,x

)
⩽ Cδα.

So one derives that

E sup
0⩽u⩽δ

|Xn
τ+u −Xn

τ | ⩽ E

ˆ τ+δ

τ
|bn|(t,Xn

t )dt+
√
2E sup

0⩽u⩽δ
|Wτ+δ −Wτ | ⩽ Cδα,

where α and C > 0 are independent of n. Hence, by [53, Lemma 2.7], we obtain

sup
n

E

(
sup

t∈[0,T ];u∈[0,δ]
|Xn

(t+u)∧T −Xn
t |1/2

)
⩽ Cδα,

which along with Chebyshev’s inequality yields that for any ε > 0,

lim
δ→0

sup
n

P

(
sup

t∈[0,T ];u∈[0,δ]
|Xn

(t+u)∧T (x)−Xn
t (x)| > ε

)
= 0.

This implies the tightness of the probability laws {P ◦ (Xn,W )−1} in P(C⊗2([0, T ];Rd)).
Hence, by Skorokhold’s representation theorem, there exist a probability space (Ω,F ,Q),

and C⊗2([0, T ];Rd)-valued random variables (Y n, Bn) and (Y,B) on (Ω,F ,Q) such that

(Xn,W )
d
= (Y n, Bn)
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and up to a subsequence (Y n, Bn)→(Y,B), Q−a.s.. it is clear that B is a Brownian motion.
Moreover, for any (p, q) ∈ I and f ∈ Lq

tL
p
x,

EQ

ˆ T

0
f(t, Y n

t )dt, EQ

ˆ T

0
f(t, Yt)dt ⩽ C∥f∥Lq

tL
p
x
, (3.4)

where C is independent of n.
In order to prove that (Y,B) is a weak solution to (SDE), we only need to show that

ˆ T

0
|b(t, Yt)− bn(t, Y n

t )|dt → 0, in Q− probability.

To this end, using (3.4) we derive that for any fixed N,n ⩾ 1,

EQ

ˆ T

0
|b(t, Yt)− bn(t, Y n

t )|dt

⩽
2∑

i=1

EQ

ˆ T

0
|bi(t, Yt)− bNi (t, Yt)|dt+

2∑
i=1

EQ

ˆ T

0
|bNi (t, Y n

t )− bni (t, Y
n
t )|dt

+EQ

ˆ T

0
|bN (t, Yt)− bN (t, Y n

t )|dt

⩽C

2∑
i=1

∥bi − bNi ∥Lqi
t L

pi
x
+ C

2∑
i=1

∥bNi − bni ∥Lqi
t L

pi
x
+

ˆ T

0
EQ

∣∣bN (t, Y n
t )− bN (t, Yt)

∣∣ dt.
Letting n → ∞ and then N → ∞, we thus obtain the desired existence result.

At last, by Theorem 2.1, for each n, Xn admits a transition density function pns,t(x, y)
that satisfies (AE) with the universal constant C. Therefore, each limit point of {Xn} also
satisfies estimates (AE) and (KE). □

3.2. Uniqueness. Let us continue to prove the uniqueness part of Theorem 1.2.

Proof of the uniqueness part of Theorem 1.2: Suppose that (Ω1,F1,F1
t ,P

1;X1,W 1) and (Ω2,
F2,F2

t ,P
2;X2,W 2) are two weak solutions to (SDE).

Let us first consider the case where each Xi (i = 1, 2) satisfies the Krylov-type estimate
(KE), with (p, q) = (p, q) ∈ I . Here (p, q) is the same pair as in Theorem 2.7.

For any c, f ∈ C∞
c (R × Rd), in view of Theorem 2.7, equation (2.12) has a solution v

satisfying that v ∈ Lq
tW

2,p
x and ∂tv ∈ Lq

tL
p
x with d/p + 2/q < 2. Then, by the generalized

Itô’s formula (3.1),

d

(
exp

(ˆ t

0
c(s,Xi

s)ds

)
v(t,Xi

t)

)
=exp

(ˆ t

0
c(s,Xi

s)ds

)
f(t,Xi

t)dt+
√
2 exp

(ˆ t

0
c(s,Xi

s)ds

)
∇v(t,Xt) · dW i

t .

Taking expectation one gets

v(0, x) = EPi

ˆ T

0
exp

(ˆ t

0
c(s,Xi

s)ds

)
f(t,Xi

t)dt.

Thus, by the density argument, this yields that for any λ > 0,

EP1

ˆ T

0
exp

(ˆ t

0
c(s,X1

s )ds

)
e−λtdt = EP2

ˆ T

0
exp

(ˆ t

0
c(s,X2

s )ds

)
e−λtdt,
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and so

P1 ◦
(
exp

(ˆ t

0
c(s,X1

s )ds

))−1

= P2 ◦
(
exp

(ˆ t

0
c(s,X2

s )ds

))−1

, t ∈ [0, T ].

Therefore, again by the density argument, for every A ∈ B(Rd) and t ∈ [0, T ], the moment

generating functions of
´ t
0 1A(X

i
s) ds are identical for i = 1, 2, which implies the uniqueness

in law P1 ◦ (X1)−1 = P2 ◦ (X2)−1. This together with the existence part of Theorem 1.2
imply that the unique solution admits a transition density function satisfying (AE).

Now, suppose thatX is a weak solution to (SDE) satisfying the generalized Krylov estimate
(KE’) with s = 0, where the pair (p, q) is the same as in Theorem 2.7. We claim that it indeed
satisfies (KE) for (p, q) = (p, q) and s = 0. Thus, by the arguments in the previous case, we
obtain the desired assertion.

To this end, note that for any δ ∈ (0, T ), the process (Xt)t∈[δ,T ] satisfies

Xt = Xδ +

ˆ t

δ
b(s,Xs)ds+

√
2(Wt −Wδ),

and (KE) with (p, q) = (p, q) ∈ I , C = Cδ and s replaced by δ. Then, as in the previous
case, one has

E

ˆ T

δ
f(t,Xt)dt ⩽ Ev(δ,Xδ) ⩽ ∥v∥L∞

t,x
⩽ C∥f∥Lq

tL
p
x
.

Here v ∈ Lq
tL

p
x is the solution to (2.12) with c = 0. Note that, thanks to Theorem 2.7, the

constant C on the right-hand side of the inequality above is universal, i.e., independent of
δ. Thus, taking the limit as δ → 0, we conclude that X satisfies the Krylov estimate (KE)
with (p, q) = (p, q) and s = 0. Therefore, the proof for the uniqueness part of Theorem 1.2 is
complete.

The proof for the Markov property of (Ps,x, X) is standard (cf. [50]), so we omit this
here. □

In the end of this section, we also have the well-posedness of the following linear Fokker-
Planck equation for all dimensions d ⩾ 2,

∂tρ = ∆ρ− div(bρ), ρ|t=0 = ζ ∈ M(Rd). (3.5)

Definition 3.1. We say that ρ ∈ CtMx is a distributional solution to the Fokker-Planck
equation (3.5), if b ∈ L1(ρ) and for any ϕ ∈ C∞

c ([0, T ]× Rd), it holds that

⟨ρ(t), ϕ(t)⟩ − ⟨ζ, ϕ(0)⟩ =
ˆ t

0
⟨ρ(s), ∂sϕ(s) + ∆ϕ(s) + b(s) · ∇ϕ(s)⟩ds, t ∈ [0, T ], (3.6)

where ⟨·, ·⟩ denotes the integration over Rd.

Proposition 3.2 (Well-posedness of linear FPE). Let d ⩾ 2. Assume that the drift b satisfies
(Ab). Then, the Fokker-Planck equation (3.5) has a unique distributional solution ρ ∈ CtMx

satisfying

ρ ∈ Lq′(δ, T ;Lp′
x ), ∀δ ∈ (0, T ),

where (p, q) is as in Theorem 1.2, and p′, q′ are the conjugate numbers of p and q, respectively.

Proof. By Theorem 1.2 and the linearity of (3.5), the function ρ(t) :=
´
Rd p0,t(x, y)ζ(dx) is a

distributional solution of (3.5), where p0,t is the transition density in Theorem 1.2.
Regarding the uniqueness, as in the proof for the uniqueness part of Theorem 1.2, we can

assume ρ ∈ CtMx ∩ Lq′

t L
p′
x . Let v ∈ Lq

tW
2,p
x with ∂tv ∈ Lq

tL
p
x be the solution to (2.12) with
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c = 0 and f ∈ C∞
c ((0, T )× Rd). Then, using a standard limiting argument, it can be shown

that (3.6) holds for ρ ∈ CtMx ∩ Lq′

t L
p′
x and ϕ replaced by v, which leads to

−⟨ζ, v(0)⟩ =
ˆ T

0
⟨ρ(s), f(s)⟩ds, ∀f ∈ C∞

c ((0, T )× Rd),

thereby yielding the uniqueness of ρ. □

4. Construction of non-unique solutions

This section is devoted to the non-uniqueness problem of SDEs and Fokker-Planck equa-
tions in the supercritical regime.

4.1. SDEs with supercritical drifts. Let us first prove the non-uniqueness result in The-
orem 1.3 by constructing a divergence free drift b ∈ Lp,∞(Rd) with d/2 < p < d and d ⩾ 3,
such that (SDE) have at least two distinct weak solutions starting from the origin.

Proof of Theorem 1.3. The proof mainly proceeds in five steps.

Step 1: Construction of the drift. Let us first give the specific construction of the drift
b in the Lorentz space Lp,∞

x with p ∈ (d/2, d).
Let g be a non-negative smooth function on [0,∞) such that g′(r) ⩾ 0 for all r ⩾ 0,

g(r) = 0 if 0 ⩽ r ⩽ 1/2 and g(r) = 1 if r > 1. Let

α :=
d

p
∈ (1, 2). (4.1)

For any x = (x1, · · · , xd) ∈ Rd with xd > 0, set

r :=
(
x21 + · · ·+ x2d−1

)1/2
and H(x) := rd−1x−α

d g(xd/r).

We define the drift b by

bd(x) :=Nr2−d∂rH(x)

=N(d− 1)x−α
d g(xd/r)−Nr−1x−α+1

d g′(xd/r) if xd > 0
(4.2)

and for 1 ⩽ i ⩽ d− 1,

bi(x) :=−Nxir
1−d∂xd

H(x)

=Nα(xix
−α−1
d )g(xd/r)−Nr−1xix

−α
d g′(xd/r) if xd > 0.

(4.3)

Set

b(x1, · · · , xd−1, xd) := −b(x1, · · · , xd−1,−xd) if xd < 0

and, if xd = 0,

b(x1, · · · , xd−1, 0) := 0.

Next, we shall verify that the constructed drift b belongs to the Lorentz space Lp,∞
x and is

divergence free div b = 0.
To this end, we infer from (4.2)-(4.3) and the anti-symmetry of b about the xd-axis that

|b(x)| ⩽ C|xd|−α1{r<2|xd|}. (4.4)

Thus, by the choice (4.1),

∥b∥pLp,∞ = sup
t>0

tp |{x : |b(x)| > t}| ⩽ C sup
t>0

tp
∣∣∣B

t−
1
α

∣∣∣ ⩽ C < ∞.

Note that, b is smooth on Rd\{0}.
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Moreover, by the construction, we have

∂dbd(x) = Nr2−d∂2
rxd

H(x), for all xd > 0

and

∂ibi(x) = −N [r1−d + (1− d)x2i r
−d−1]∂xd

H(x) +Nx2i r
−d∂2

rxd
H(x),

for all xd > 0 and 1 ⩽ i ⩽ d− 1. Taking into account (4.4) and the anti-symmetry of b about
the xd-axis, we obtain that divb(x) = 0 if x ̸= 0.

In order to verify that divb = 0 in the sense of distribution, we need to show that
´
b·∇φ = 0

for any φ ∈ C∞
c (Rd). Actually, by the integration-by-parts formula and (4.4), for any ρ > 0,ˆ

b · ∇φ =

ˆ
Bρ

b · ∇φ+

ˆ
∂Bρ

bφ · dσ⃗ −
ˆ
Bc

ρ

divb · ∇φ

=

ˆ
Bρ

b · ∇φ+

ˆ
∂Bρ

bφ · dσ⃗ ⩽ Cρ−α+d−1,

which tends to zero as ρ → 0+, due to the fact that α ∈ (1, 2) and d ⩾ 3.

Step 2: Contradiction arguments. Let Ω = C(R+;Rd) and ωt be the canonical process.
We consider a continuous functional T on P(Ω) defined by

T (P) := EP

[ˆ ∞

0
e−tf(ωt) dt

]
,

where

f(x) := sgn(xd)g(|xd|).
Since g|[0, 1

2
] ≡ 0, f is a continuous function on Rd. Thus, the map ω 7→

´∞
0 e−tf(ωt)dt is

continuous from Ω to R. This yields that T is continuous on P(Ω), i.e.,

T (Pn) → T (P), if Pn ⇒ P. (4.5)

Thanks to [54, Theorem 1.1], there exits at least one weak solution to (SDE) satisfying
(KE), for any x ∈ Rd and s = 0.

Below we shall prove the non-uniqueness of solutions by contradiction arguments. Assume
that the law of weak solutions staring from the origin is unique in the Krylov class (KE).
Noting that b is smooth and uniformly bounded on Bc

ε(0) for any ε > 0, our assumption and
[50, Theorem 6.1.2] imply that martingale solutions to (SDE) staring from any x ∈ Rd is
unique in the Krylov class (KE).

Let Px denote the unique martingale solution starting from x. Our strategy is to find two
sequences (xn) and (yn) in Rd converging to zero such that

Pxn ⇒ P0 and lim
n→∞

T (Pxn) ⩾ p0 > 0 (4.6)

for some p0 > 0, and

Pyn ⇒ P0 and lim
n→∞

T (Pyn) = 0. (4.7)

Then, the continuity of T and (4.6)-(4.7) yield that

0 < p0 ⩽ lim
n→∞

T (Pxn) = T (P0) = lim
n→∞

T (Pyn) = 0,

which leads to a contradiction.
In order to construct such sequences, we first note that, since both b and f are anti-

symmetric about the hyperplane Π = {x ∈ Rd : xd = 0},

T (Py) = Ey

[ˆ ∞

0
e−tf(ωt) dt

]
= 0, if yd = 0. (4.8)



32 M. Röckner, D. Zhang & G. Zhao

(Here we write Ey for EPy for simplicity.)

Let Rd\{0} ∋ zn → 0. As shown in the proof of Theorem 1.2 (using [54, Theorem 2.2]
instead of Proposition 2.6), {Pzn} is tight in P(Ω) and its accumulation points are martingale
solutions to (SDE) with s = 0 and x = 0 and satisfy (KE). But by the uniqueness assumption,
one has Pzn ⇒ P0, n → ∞. Therefore, if yn → 0 with (yn)d = 0, then (4.8) implies (4.7).

It remains to construct the sequence xn → 0 verifying (4.6).

Step 3: Reduction to exit probability estimate. In order to find such {xn} satisfying
(4.6), we define the cone

Ck,h =
{
z ∈ Rd : k(z21 + · · ·+ z2d−1)

1
2 < zd < h, k, h > 0

}
, Ck = Ck,∞.

Let

τ = inf{t > 0 : ωt /∈ C1,2} and τ = inf{t > 0 : ωt /∈ C1}
be the first exit times of the canonical process from C1,2 and C1, respectively. Also let

σ0 = inf{t > 0 : (ωt)d = 0}, σ1 = inf{t > τ : (ωt)d = 1}

be the first hitting times of ω to the hyperplanes {xd = 0} and {xd = 1} after time τ ,
respectively. Let

κ ∈ (1, (d− 1)/α).

Claim: We have the exit probability estimate: there exists a positive constant p1 such that

inf
x∈Cκ,1

Px

(
τ < 1 ∧ τ, σ1 > 1 + τ

)
⩾ p1 > 0. (4.9)

Intuitively, estimate (4.9) shows that the solution trajectories starting from x ∈ Cκ,1 are likely
to reach the hyperplane {xd = 2} before exiting C1, and remain in the region {xd > 1} for a
unit time with high probability.

Suppose that the exit probability estimate (4.9) is true. Then, taking into account the
uniqueness assumption, {Px} forms a strong Markov process (see [50]), we infer that for any
x ∈ Cκ,1,

T (Px) =Ex

ˆ σ0

0
e−tf(ωt)dt+ Ex

[
e−σ0

(ˆ ∞

0
e−tf(ωt)dt

)
◦ θσ0

]
⩾Ex

[
1{

τ<1∧τ, σ1>1+τ
} ˆ σ1

τ
e−tdt

]
+ Exe

−σ0Eωσ0

ˆ ∞

0
e−tf(ωt)dt ⩾ p1(e

−1 − e−2) =: p0 > 0,

where θt is the shift operator, and we used the fact that f(x) = 1 for all x with xd ⩾ 1 and
(4.8), (4.9) in the last step. This leads to the desirable limit (4.6).

Therefore, we are left to show the exit probability estimate (4.9).
For this purpose, we let

Bt(ω) := ωt − ω0 −
ˆ t

0
b(ωs)ds, t ⩾ 0,

which is a Brownian motion under Px with variance 2t, for any x ∈ Rd. Set

ΩN :=
{
ω ∈ Ω : |Bs(ω)−Bt(ω)| ⩽ N

1
2(1+α) |s− t|

1
1+α , s, t ∈ [0, 10]

}
and

Ωx := {ω ∈ Ω : ω0 = x} and Ωx
N := ΩN ∩ Ωx, for allx ∈ Rd.
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Since 0 < 1/(1 + α) < 1/2, we can choose N ≫ 1 such that

Px(Ω
x
N ) ⩾ 1/2, for all x ∈ Rd.

Next we aim to show that for each x ∈ Cκ,1, all paths in Ωx
N reach the hyperplane {y ∈

Rd : yd = 2} before time 1 ∧ τ when N ≫ 1, i.e.

τ(ω) < 1 ∧ τ(ω), for all x ∈ Cκ,1 and ω ∈ Ωx
N . (4.10)

In other words, all trajectories in Ωx
N correspond to the green paths depicted in Figure 2.

If (4.10) holds, then

Px(τ < 1 ∧ τ) ⩾ Px(Ω
x
N ) ⩾ 1/2, x ∈ Cκ,1.

Since b is uniformly bounded on {x ∈ Rd : xd ⩾ 1}, there exists a positive constant p2 > 0
such that

inf
{x∈Rd:xd=2}

Px(σ1 > 1) ⩾ p2 > 0.

Using the above two estimates and the strong Markov property, we thus obtain that for all
x ∈ Cκ,1,

Px

(
τ < 1 ∧ τ, σ1 > 1 + τ

)
=Px

(
τ < 1 ∧ τ, σ1 ◦ θτ > 1

)
⩾Px(τ < 1 ∧ τ) inf

{x∈Rd:xd=2}
Px(σ1 > 1)

⩾p2/2 =: p1 > 0,

which yields (4.9), thereby finishing the proof.

Step 4: Trajectories wander within the cone. Now, the proof reduces to proving (4.10).
For this purpose, we shall first show in this step that for N large enough,

Ωx
N ⊆ {ω ∈ Ωx : ωt ∈ C1, ∀t ∈ [0, tx]; ωtx ∈ Cκ} , x ∈ Cκ,2\{0}, (4.11)

where

tx := N−1|xd|1+α, x ∈ Rd. (4.12)

The above inclusion indicates that the solution paths starting from x ∈ Cκ,2 stay in the larger
cone C1 over a certain time interval [0, tx], and return back to the small cone Cκ at time tx.

In order to prove (4.11), we define

V x
t (ω) := xd +

ˆ t

0
bd(ωs)ds and x̂ := (x1, · · · , xd−1).

Obviously,

(ωt)d = V x
t (ω) + (Bt(ω))d, for all ω ∈ Ωx.

Then, by the construction of the drift in (4.2) and (4.3), we have that

bd(y) = N(d− 1)y−α
d , for all y ∈ C1

and for 1 ⩽ i ⩽ d− 1,

bi(y) = Nα(yiy
−α−1
d ), for all y ∈ C1.

Thus, for all x ∈ C1, ω ∈ Ωx and t ∈ [0, τ(ω)],

V x
t (ω)− xd =

ˆ t

0
bd(ωs)ds = N(d− 1)

ˆ t

0
[V x

s (ω) + (Bs(ω))d]
−αds ⩾ 0,

ω̂t − x̂ =Nα

ˆ t

0
[V x

s (ω) + (Bs(ω))d]
−α−1ω̂sds+ B̂t(ω).

(4.13)
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Then by (4.13) and (4.12), we have

|Bt(ω)−B0(ω)| = |Bt(ω)| ⩽ N
1

2(1+α) t
1

1+α
x

=ε(N)xd ⩽ ε(N)V x
t (ω), for all x ∈ Cκ,2\{0}, ω ∈ Ωx

N and t ∈ [0, tx ∧ τ(ω)],
(4.14)

where

ε = ε(N) := N
− 1

2(1+α) → 0, as N → ∞.

This together with (4.13) yield that

(1 + ε)−αN(d− 1)(V x
t (ω))

−α ⩽
dV x

t (ω)

dt
⩽ (1− ε)−αN(d− 1)(V x

t (ω))
−α,

for all x ∈ Cκ,2\{0}, ω ∈ Ωx
N and t ∈ [0, tx ∧ τ(ω)]. By virtue of Chaplygin’s Lemma, we

derive

V x
t (ω) :=

[
x1+α
d + (1 + ε)−αN(d− 1)(α+ 1)t

] 1
1+α

⩽V x
t (ω) ⩽

[
x1+α
d + (1− ε)−αN(d− 1)(α+ 1)t

] 1
1+α =: V

x
t (ω),

(4.15)

for all x ∈ Cκ,2\{0}, ω ∈ Ωx
N and t ∈ [0, tx ∧ τ(ω)]. This along with (4.14) yields that

(ωt)d = V x
t (ω) + (Bt(ω))d ⩾ (1− ε)V x

t (ω) ⩾ (1− ε)V x
t (ω), (4.16)

for all x ∈ Cκ,2\{0}, ω ∈ Ωx
N and t ∈ [0, tx ∧ τ(ω)].

Next we aim to show that

tx < τ(ω), for all x ∈ Cκ,2\{0} and ω ∈ Ωx
N . (4.17)

Actually, since 1 < κ < (d− 1)/α, |x̂| < xd/κ for each x ∈ Cκ, it follows from (4.13) and
(4.14) that

|ω̂t| ⩽|x̂|+Nα

∣∣∣∣ˆ t

0
ω̂s[V

x
s (ω) + (Bs(ω))d]

−α−1ds

∣∣∣∣+ |B̂t(ω)|

⩽|x̂|+ εV x
t (ω) +Nα

ˆ t

0
[V x

s (ω) + (Bs(ω))d]
−αds

=|x̂|+ εV x
t (ω) +

α

d− 1
(V x

t (ω)− xd)

⩽

(
ε+

α

d− 1

)
V x
t (ω) +

(
1

κ
− α

d− 1

)
xd

⩽

(
ε+

1

κ

)
V x
t (ω), for all x ∈ Cκ,2\{0}, ω ∈ Ωx

N and t ∈ [0, tx ∧ τ(ω)],

(4.18)

where the last step is due to the fact that xd ⩽ V x
t implied by (4.13). In the second inequality

above, we also used the fact that |ω̂t| ⩽ (ωt)d when t ∈ [0, τ(ω)]. Combining the above
estimate with (4.15) and (4.16), we come to

(ωt)d
|ω̂t|

⩾ (1− ε)

(
ε+

1

κ

)−1

> 1, for all x ∈ Cκ,2\{0}, t ∈ [0, tx ∧ τ(ω)] and ω ∈ Ωx
N ,

provided that N is sufficiently large. Since τ(ω) is the first exit time of ωt from C1, we get
tx ∧ τ(ω) < τ(ω), which is (4.17).

Moreover, via (4.15), for sufficiently large N , x ∈ Cκ,2\{0} and ω ∈ Ωx
N , we also have

V
x
tx(ω) ⩾ V x

tx(ω) ⩾ V x
tx(ω) ⩾ 21/3xd,



Stochastic Differential Equations with Critical Drifts/Interaction Kernels 35

and so by (4.16)-(4.18),

(ωtx)d
|ω̂tx |

⩾
(1− ε)V x

tx(ω)(
ε+ α

d−1

)
V

x
tx(ω) +

(
1
κ − α

d−1

)
xd

⩾
(1− ε)V x

tx(ω)[
ε+ 2−1/3κ−1 + (1− 2−1/3) α

d−1

]
V

x
tx(ω)

> κ,

where the last inequality was also due to (4.12), (4.15) and the fact that κ < (d− 1)/α and
that ε → 0 as N → ∞. Thus,

ωtx ∈ Cκ, for any x ∈ Cκ,2\{0} and ω ∈ Ωx
N ,

provided that N ≫ 1.
To sum up, we obtain the desired inclusion (4.11) for N large enough.

Step 5: Proof of exit probability estimate. Now we are ready to prove (4.10), and so
the exit probability estimate (4.9).

We begin by showing that

τ < 1, for all x ∈ Cκ,1 and ω ∈ Ωx
N . (4.19)

If not, then there exit x ∈ Cκ,1 and ω ∈ Ωx
N such that (ω1/2)d < 2. On the other hand, using

that bd(y) = N(d− 1)y−α
d , y ∈ C1,2 and (4.13), we have

(ω1/2)d = V x
1/2(ω) + (B1/2(ω))d ⩾ xd +N(d− 1)2−α−1 −N

1
2(1+α) > 2.

This contradiction implies (4.19).
So, it remains to show that τ(ω) < τ(ω) when x ∈ Cκ,1, ω ∈ Ωx

N (this implies the red path
depicted in Figure 2 cannot belong to Ωx

N ). Suppose, for contradiction, that this is not the
case. Then there exist x ∈ Cκ,1 and ω ∈ Ωx

N such that τ(ω) = τ(ω) and ωτ ∈ ∂C1. Let S(ω)
denote the last time at which ω exits Cκ,2 before τ(ω), i.e.

S(ω) = sup {0 < t < τ(ω) : ωt /∈ Cκ,2} .

Then S(ω) < τ(ω) < 1, ωS ∈ ∂Cκ,2\{0} and tωS < N−123 < 9. Therefore, the inclusion in

(4.11) for x ∈ Cκ,2\{0} and ω ∈ Ωx
N also holds, respectively, for the new starting point ωS

and the new path θSω. Thus, we have

S(ω) < S(ω) + tS(ω) < τ(ω) = τ(ω), ωS+tS ∈ Cκ,2,

which however contradicts the definition of S. Finally, we obtain (4.10) and finish the proof.
□

4.2. FPE with supercritical drifts. We close this section with the proof for the non-
uniqueness of linear Fokker-Planck equations with supercritical drifts.

Proof of Corollary 1.4. Let b be the same drift constructed in the above proof of Theorem 1.3.
By [54, Theorem 1.1], there exists at least one weak solution to (SDE) satisfying the Aronson-
type estimate (KE) for any x ∈ Rd, and the one-dimensional marginal distribution of this
solution solves (3.5) with the initial data δx.

Suppose that there is only one solution ρ to (3.5) with ρ(0) = δ0 in CtPx. For any
x ∈ Rd, let Px be any martingale solution to (SDE) with s = 0. We shall prove that the
one-dimensional marginal distribution of Px is unique.
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For this purpose, let σ = inf{t > 0 : ωt = 0}. Because the drift b is smooth in Rd\{0} and
bounded on Bc

ε(0) for any ε > 0, by the standard SDE well-posedness theory, for any x ̸= 0
away from the origin, the restriction Px ↾Fσ of the martingale solution Px to the filtration Fσ

is uniquely determined. Then, for any x ̸= 0 and any bounded measurable function f ,

Ex(f(ωt)) =Ex

(
f(ωt)1{σ⩽t}

)
+ Ex

(
f(ωt)1{σ>t}

)
=Ex

[
1{σ⩽t}Ex (f(ωt)|Fσ)

]
+ Ex

(
f(ωt∧σ)1{σ>t}

)
=Ex

[
⟨f, ρo(t− σ)⟩1{σ⩽t}

]
+ Ex

(
f(ωt∧σ)1{σ>t}

)
, (4.20)

where the last identity was due to the uniqueness assumption and the fact that the regular
conditional probability Px(·|Fσ)(ω

′) is also a martingale solution to (SDE) starting from 0,
for Px-a.s. ω′. Taking into account that the distribution of (σ, ω·∧σ) is uniquely determined
under Px, we thus infer that any one-dimensional marginal distribution of weak solutions to
(SDE) satisfies the same identity (4.20), and thus, is unique for all x ∈ Rd.

Consequently, in view of [50, Theorem 6.2.3], we infer that Px is uniquely determined for
every x ∈ Rd, which, however, contradicts the non-uniqueness result in Theorem 1.3. □

5. MVE and NFPE with critical singular kernels

5.1. Existence. Let us start with the existence part in Theorem 1.6 (i).

Proof of Theorem 1.6 (i). Let

K1 := K1{|K|>1}, K2 := K1{|K|⩽1} and Kn := K ∗ ϱn, Kn
i := Ki ∗ ϱn,

where ϱn is the mollifier as in the proof of Theorem 1.2.
Consider the approximate McKean-Vlasov equation{

dXn
t = Kn(t,Xn

t − y)ρn(t)(dy) +
√
2dWt

ρn(t) = law(Xn
t ), ρn(0) = ζ ∈ P(Rd).

Its well-posedness is standard, see, for instance, [47, 55]. Set

bn(t, x) :=

ˆ
Rd

Kn(t, x− y)ρn(t,dy) and bni (t, x) :=

ˆ
Rd

Kn
i (t, x− y)ρn(t,dy), (5.1)

where i = 1, 2. Then

divbn = 0, sup
n

∥bn∥
L∞
t Ld,∞

x
⩽ C∥Kn∥

L∞
t Ld,∞

x
⩽ C∥K∥

L∞
t Ld,∞

x
< ∞.

Arguing as in the proof of Theorem 1.2 and applying the Skorokhold representation theo-
rem we infer that there exist a probability space (Ω,F ,P) and a sequence of random maps
(Y,B) and {(Y n, Bn)} such that, Bn, B are Brownian motions,

(Xn,Wn)
d
= (Y n, Bn), (X,W )

d
= (Y,B), and (Y n, Bn) → (Y,B), P− a.s..

Moreover, for any (p, q) ∈ I , the Krylov estimate holds

E

ˆ T

0
f(t, Y n

t )dt, E

ˆ T

0
f(t, Yt)dt ⩽ C∥f∥Lq

tL
p
x
. (5.2)

In order to prove that the limit (Y,B) is a weak solution of (MVE), as in the arguments
below (3.4) in the proof of Theorem 1.2, it suffices to show that

bni → bi := Ki ∗ ρ in Lqi
t L

pi
x , i = 1, 2, (5.3)

where ρ(t) is the distribution of Yt and (pi, qi) ∈ I is as in Subsection 3.1.
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For this purpose, given a large number N ∈ N, by the triangle inequality

|bn1 − b1| ⩽|(K1 −KN
1 ) ∗ ρ|+ |(Kn

1 −KN
1 ) ∗ ρn|+ |KN

1 ∗ ρ−KN
1 ∗ ρn|

=:I1 + I2 + I3.

Noting that K1 ∈ L∞
t Lp1

x , we have

lim
N→∞

∥I1∥Lq1
t L

p1
x

⩽ lim
N→∞

∥K1 −KN
1 ∥Lq1

t L
p1
x

= 0

and

lim
N→∞

lim sup
n→∞

∥I2∥Lq1
t L

p1
x

⩽ lim
N→∞

lim sup
n→∞

∥Kn
1 −KN

1 ∥Lq1
t L

p1
x

= 0.

Regarding I3, since KN
1 ∈ C∞

b (Rd+1) and supt∈[0,T ] |Yt − Y n
t | → 0, P-a.s, it holds that

KN
1 ∗ ρ(t, x)−KN

1 ∗ ρn(t, x)

=E[KN
1 (t, x− Yt)−KN

1 (t, x− Y n
t )] → 0, as n → ∞, t ∈ [0, T ], x ∈ Rd.

(5.4)

Moreover, thanks to (AE), we have

|KN
1 ∗ ρn|(t, x) ⩽ C

ˆ
Rd

|KN
1 (x− y)|dy

ˆ
Rd

h(Ct, z − y)ζ(dz) =: FN (t, x). (5.5)

Note that

∥FN∥Lq1
t L

p1
x

⩽C∥KN
1 ∥Lq1

t L
p1
x
∥h(Ct) ∗ ζ∥L∞

t L1
x
⩽ C∥K1∥L∞

t L
p1
x

⩽C∥K∥
d
p1

L∞
t Ld,∞

x

(ˆ ∞

1
λp1−1−ddλ

) 1
p1

⩽ C,

which along with (5.4), (5.5) and the dominated convergence theorem implies that

lim
n→∞

∥I3∥Lq1
t L

p1
x

= 0.

Combining the above estimates for Ii, i=1,2,3, we obtain

lim
n→∞

∥bn1 − b1∥Lq1
t L

p1
x

⩽ lim
N→∞

lim sup
n→∞

3∑
i=1

∥Ii∥Lq1
t L

p1
x

= 0.

Similar arguments also apply to the bn2 component:

lim
n→∞

∥bn2 − b2∥Lq2
t L

p2
x

= 0.

Thus, we obtain the desired limit (5.3) and finish the proof of the existence part.

Now, let X be the solution to (MVE) obtained by the above approximation procedure.
Note that, the drift satisfies the condition (Ab), and thus, by Theorem 1.1, for each t ∈ (0, T ]
the distribution of Xt has the density (still denoted by ρ(t)) satisfying

ρ(t, y) =

ˆ
Rd

pbt0,t(x, y)ρ(t0, x)dx, t0 ∈ (0, t),

where the drift b(t, x) = K ∗ ρ(t, x), and pbs,t is the transition density corresponding to the
backward Kolmogorov operator ∂t +∆+ b · ∇, which satisfies the Aronson estimate (AE).

Furthermore, the drift is bounded on positive time, that is,

∥b∥L∞([t0,T ]×Rd) ⩽ Ct0
− 1

2 ∥K∥
L∞
t Ld,∞

x
< ∞, t0 ∈ (0, T ).
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Since for each t0 ∈ (0, t), pbt0,t = p
b1[t0,T ]

t0,t
and b1[t0,T ] is bounded, in view of [11, Theorem 2.3],

we get

|∇ρ(t, y)| ⩽
∣∣∣∣ˆ

Rd

∇yp
b1[t0,T ]

t0,t
(x, y)ρt0(dx)

∣∣∣∣ ⩽ C(d, t0,K)|t− t0|−
1
2 , t0 < t ⩽ T.

An application of inductive arguments then leads to

∥∇kρ(t)∥L∞
x

⩽ C(k, t) < ∞, k ⩾ 0, t ∈ (0, T ].

This gives the regularity of the corresponding density. □

Proof of Theorem 1.7(i). Let Kn be the same kernel as in the proof of Theorem 1.6, and let
ρn be the solution to (NFPE) with K replaced by Kn. Let bn be given by (5.1) and pn the
transition density function associated with the operator ∆ + bn · ∇.

We first claim that (ρn) is relatively compact in CtMx. To this end, we note that

∥ρn(t)∥M ⩽ C

∥∥∥∥ˆ
Rd

pn0,t(x, ·)|ζ|(dx)
∥∥∥∥
M

⩽ ∥ζ∥M, t ∈ [0, T ],

which implies that (ρn(t)) is compact in M, for each t ∈ [0, T ]. According to the Arzelà-
Ascoli theorem, we only need to prove that (ρn) is equicontinuous in CtMx. For this purpose,
taking any f ∈ C0(Rd), we have〈

ρnt+δ − ρn(t), f
〉
=

¨
R2d

[
pn0,t+δ(x, y)− pn0,t(x, y)

]
f(y) ζ(dx) dy

=

ˆ
R
ζ(dx)

ˆ
Rd

pn0,t(x, y)

(ˆ
Rd

pnt,t+δ(y, z)f(z) dz − f(y)

)
dy.

Since ∣∣∣∣ˆ
Rd

pnt,t+δ(y, z)f(z)dz − f(y)

∣∣∣∣
⩽
ˆ
|z−y|< 3√

δ
|f(y)− f(z)|pnt,t+δ(y, z) dz + 2∥f∥L∞

ˆ
|z−y|> 3√

δ
pnt,t+δ(y, z) dz

⩽C

ˆ
|z−y|< 3√

δ
|f(y)− f(z)|h(Cδ, y − z) dz + C∥f∥L∞

ˆ
|z−y|> 3√

δ
h(Cδ, y − z) dz

⩽C Osc
B 3√

δ
(y)

f + Cδ,

We get

sup
n

|
〈
ρnt+δ − ρn(t), f

〉
| ⩽ C sup

y∈Rd

Osc
B 3√

δ
(y)

f + Cδ → 0,

which yields the equicontinuity of (ρn) , as claimed.
Now, let ρ be the limit of (ρn) along a subsequence, which, for simplicity, we still denote

by n. Noting that ρn is bounded in Lq
tL

p
x, for any (p, q) ∈ I , therefore, we also have ρn ⇀ ρ

in Lq
tL

p
x. Then, as in the proof of (5.3), one can verify that

ˆ t

0
⟨ρn(s),Kn ∗ ρn(s) · ∇ϕ(s)⟩ ds →

ˆ t

0
⟨ρ(s),K ∗ ρ(s) · ∇ϕ(s)⟩ ds, ϕ ∈ C∞

c ([0, T ]× Rd),

which implies that ρ is a distributional solution to (NFPE). □
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5.2. Uniqueness. Next, we prove the uniqueness part in Theorem 1.6. Recall that ζ ∈
M(Rd) can be decomposed uniquely as ζ = ζc + ζa, where ζc is the continuous part, i.e.,
ζc({x}) = 0 for all x ∈ Rd, and ζa =

∑
i ciδxi is the purely atomic part. Also recall that h is

the Gaussian kernel given by (1.2).
We shall use the following estimate for Gaussian kernel proved by Giga-Miyakawa-Osada

[21].

Lemma 5.1 ([21]). For any r > 1 and β ⩾ 1,

lim sup
t→0

t
d

2r′ ∥h(t) ∗ ζ∥
Lr,β
x

⩽ C7(d, r)|ζa|,

where |ζa| is the total variation of ζa of Rd, and r′ is the conjugate number of r.

Proof of the uniqueness part in Theorem 1.6: Suppose that Y (1) and Y (2) are two weak so-
lutions to (MVE) with the density ρ(1) and ρ(2), respectively, and satisfy the Krylov-type

estimate (1.3). Put b(i) = K ∗ ρ(i), i = 1, 2. Since

∥b(i)∥
L∞
t Ld,∞

x
⩽ C(d)∥K∥

L∞
t Ld,∞

x
,

thanks to Theorem 1.2, we have the representation formula of solutions

ρ(i)(t, y) =

ˆ
Rd

pb
(i)

0,t (x, y)ζ(x)dx, i = 1, 2, (5.6)

where pb
(i)

0,t is the transition density of the unique solution to (SDE) with the drift b = b(i)

starting from the initial time s = 0. Moreover, by (5.6), the Aronson-type estimate (AE) and
Lemma 5.1, there exists T0 > 0 such that

sup
t∈[0,T0]

t
d

2r′ ∥ρ(i)(t)∥
Lr,β
x

⩽ C8|ζa|, ∀r > 1, β ⩾ 1. (5.7)

Set
ρ(t) := ρ(1)(t)− ρ(2)(t) and b := b(1) − b(2).

It follows from the Duhamel formula of ρ(i), i = 1, 2, that

ρ(t) =

ˆ t

0
∇ · h(t− s) ∗ (b(1)(s) ρ(s))ds−

ˆ t

0
∇ · h(t− s) ∗ (b(s) ρ(2)(s))ds

= : J1(t)− J2(t).

(5.8)

In light of Lemma 5.1, we set the following norm as in [21]

∥f∥r,T0 := sup
t∈[0,T0]

t
d

2r′ ∥f(t)∥Lr
x

for any r ∈ (1, d′), where r′ is the conjugate exponet of r, which measures the propagation
of heat flows.

By (5.7) and Young’s inequality (A.4), for any s ∈ [0, T0],

∥b(1)(s) ρ(s)∥Lr
x
⩽∥b(1)(s)∥L∞

x
∥ρ(s)∥Lr

x
⩽ C∥ρ(1)(s)∥

Ld′,1
x

∥ρ(s)∥Lr
x

⩽C|ζa|s−
1
2 ∥ρ(s)∥Lr

x
.

This yields that

∥J1∥r,T0 ⩽C|ζa| sup
t∈[0,T ]

t
d

2r′

[ˆ t

0
(t− s)−

1
2 s−

1
2
(1+ d

r′ )∥ρ∥r,T0 ds

]
⩽CB

(
1

2
,
1

2

(
1− d

r′

))
|ζa|∥ρ∥r,T0 .

(5.9)
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Regarding the second term J2, using (5.7) and Young’s inequality (A.3) again we derive

∥b(s)ρ(2)(s)∥Lr
x
⩽ ∥b(s)∥Ll

x
∥ρ(2)(s)∥Ld′

x
⩽ C|ζa|s−

1
2 ∥ρ(s)∥Lr

x

with r ∈ (1, d′) and 1/l = 1/r + 1/d− 1. Thus, we have

∥J2∥r,T0 ⩽|ζa| sup
t∈[0,T ]

t
d

2r′

[ˆ t

0
(t− s)−

1
2 s−

1
2
(1+ d

r′ )∥ρ∥r,T0 ds

]
⩽CB

(
1

2
,
1

2

(
1− d

r′

))
|ζa|∥ρ∥r,T0 .

(5.10)

Therefore, plugging (5.9) and (5.10) into (5.8) and using the smallness of the initial mass
we thus get

∥ρ∥r,T0 ⩽ C9|ζa|∥ρ∥r,T0 ⩽ ε0C9∥ρ∥r,T0 ,

where C9 only depends on d, r and ∥K∥
L∞
t Ld,∞

x
. It follows that ∥ρ∥r,T0 = 0 if ε0 < C−1

9 .

Note that for any ρ ∈ CtPx, the convolution K ∗ ρ belongs to the critical Lorentz space

L∞
t Ld,∞

x and satisfies the divergence free condition div(K ∗ ρ) = 0. In view of the uniqueness
result for (SDE) in Theorem 1.2, for solutions in the Krylov class, the uniqueness of the path
law for (MVE) is a consequence of the uniqueness of the marginal distributions.

Therefore, the proof of Theorem 1.6 is complete. □

The uniqueness part of Theorem 1.7 can be proved in an analogous manner as that of
Theorem 1.6, with the modification that Proposition 3.2 is used in place of Theorem 1.1. So
the details are omitted here.

Next, we present the proof for Theorem 1.8.

Proof of Theorem 1.8. The uniqueness with smallness condition follows immediately from
Theorem 1.7. In the case without smallness condition, by virtue of Proposition 3.2, for any
distributional solution ρ to (NSE) with ρ(0) = ζ ∈ M(R2) and satisfying (1.4), one still has
the following representation formula:

ρ(t, y) =

ˆ
R2

pb0,t(x, y)ζ(x)dx, (5.11)

where b = KBS ∗ ρ, and pb0,t is the transition density of the unique solution to (SDE) with

s = 0. Using this representation formula and the Aronson-type estimate (AE) we derive

∥ρ(t)∥L∞ ⩽ C∥h(Ct, ·)∥L∞ |µ| ⩽ C

t
|ζ|, t ∈ (0, T ]

and

∥ρ(t)∥L1 ⩽ C∥h(Ct, ·)∥L1 |ζ| ⩽ C|ζ| < ∞, t ∈ [0, T ].

Moreover, for each t > 0, (2.2) implies that ρ(t) ∈ C0(R2). Thus, we infer that ρ ∈
C((0, T ];L1 ∩ L∞) and the solution lives in the uniqueness solution class in [18]. There-
fore, by virtue of [18, Theorem 1.1], we obtain the desired uniqueness assertion. □

Our result for the 2D vorticity NSE also implies the uniqueness for the original 2D NSE
in the velocity formulation. This is the content of Corollary 5.2 below.

Corollary 5.2. Let (p, q) ∈ I be the pair as in Theorem 1.8. Suppose that u(1) and u(2) are
two distributional solutions to the 2D NSE

∂tu+ (u · ∇)u = ∆u−∇p, divu = 0, u|t=0 = u0.
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and that u(i) ∈ Lq′

t Ẇ
1,p′
x , u(i)(t) ∈ L2,∞

x and ∇ × u(i) := ∂1u
(i)
2 − ∂2u

(i)
1 ∈ CtMx, i = 1, 2.

Then u(1) = u(2).

We need the following auxiliary lemma.

Lemma 5.3. Suppose that F is a divergence-free vector field in L2,∞(R2;R2) and ∇×F ∈ M.
Then

F = KBS ∗ (∇× F ),

where KBS is the Biot-Savart law given by (1.1).

Proof. Let G := KBS ∗ (∇×F ) ∈ L2,∞ and H := F −G. Then, divH = 0 and ∇×H = 0 in
the sense of distribution. This implies

0 =∂1(divH)− ∂2(∇×H) = ∆H1,

0 =∂2(divH) + ∂1(∇×H) = ∆H2

in the sense of distribution. Noting that H ∈ L2,∞ ⊆ L1
loc, by the mean value theorem for

harmonic functions, for each x ∈ R2, we derive

|H(x)| = 1

|BR|

∣∣∣∣∣
ˆ
BR(x)

H(y)dy

∣∣∣∣∣ ⩽ CR−2

ˆ ∞

0
|{y ∈ BR(x) : |H(y)| > t}|dt

⩽CR−2

ˆ ∞

0
(t−2 ∧R2)dt ⩽ CR−1 → 0 as R → ∞,

which means F = G = KBS ∗ (∇× F ). □

Proof of Corollary 5.2. We omit the superscript i below for simplicity. Let

ρ := ∇× u ∈ Lq′

t L
p′
x ∩ CtMx.

In view of Lemma 5.3, we have u = KBS ∗ρ, where KBS is the Biot-Savart law given by (1.1).
For any ϕ ∈ C∞

c ([0, T ] × R2), set φ = ∇⊥ϕ. Then φ is divergence-free. The integration-
by-parts formula yields that

⟨ρ, ϕ⟩ = ⟨∇ ×KBS ∗ ρ, ϕ⟩ = −⟨u,∇⊥ϕ⟩ = −⟨u, φ⟩
and

⟨uρ,∇ϕ⟩ = ⟨∇ × u, u · ∇ϕ⟩ = −⟨u,∇⊥(u · ∇ϕ)⟩ = −
ˆ

uiuj∂jφi.

Moreover, by the equation of u, for almost every s, t ∈ (0, T ),

⟨u(t), φ(t)⟩ − ⟨u(s), φ(s)⟩

=

ˆ t

s
⟨u(r), ∂rφ(r) + ∆φ(r)⟩dr +

ˆ t

s
dr

ˆ
R2

ui(r)uj(r)∂jφi(r).

Thus, combining the above calculations together we derive

⟨ρ(t), ϕ(t)⟩ − ⟨ρ(s), ϕ(s)⟩ =
ˆ t

s
⟨ρ(r), ∂rϕ(r) + ∆ϕ(r) + u(r) · ∇ϕ(r)⟩dr,

for almost every s, t ∈ (0, T ). Taking into account ρ ∈ CtMx, we then obtain

⟨ρ(t), ϕ(t)⟩ − ⟨∇ × u0, ϕ(0)⟩ =
ˆ t

0
⟨ρ(s), ∂sϕ(s) + ∆ϕ(s) + u(s) · ∇ϕ(s)⟩ds, t ∈ [0, T ].

That is, ρ satisfies the 2D vorticity NSE.
Therefore, by virtue of Theorem 1.8, we obtain ∇ × u(1) = ∇ × u(2), which along with

Lemma 5.3 yields the desired uniqueness u(1) = u(2). □
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6. Nonlinear Markov processes

Let us first review the notions from [46]. Let Ωs := C([s, T ];Rd) be the set of all continuous
paths in Rd starting from time s equipped with the topology of locally uniform convergence,
and B(Ωs) the corresponding Borel σ-algebra. Define for 0 ⩽ s ⩽ r ⩽ t ⩽ T ,

πs
t : Ωs → Rd; πs

t (ω) = ω(t), ω ∈ Ωs,

Fs
t := σ(πs

r : s ⩽ r ⩽ t),

and

θsr : Ωs → Ωr; (θsrω)(t) = ω(t).

Definition 6.1 (Nonlinear Markov Process [46]). Let Q ⊆ P(Rd). A nonlinear Markov
process is a family of probability measures (Ps,ζ)(s,ζ)∈[0,T ]×Q on B (Ωs) such that

(i) For all 0 ⩽ s ⩽ r ⩽ t and ζ ∈ Q, the marginals µs,ζ
t := Ps,ζ ◦ (πs

t )
−1 belong to Q.

(ii) The nonlinear Markov property holds, i.e. for all 0 ⩽ s ⩽ r ⩽ t ⩽ T, ζ ∈ Q

Ps,ζ (π
s
t ∈ A | Fs

r ) (·) = p(s,ζ),(r,πs
r(·)) (π

r
t ∈ A) , Ps,ζ-a.s. for all A ∈ B(Rd)

where p(s,ζ),(r,y), y ∈ Rd, is a regular conditional probability kernel from Rd to B (Ωr) of

P
r,µs,ζ

r ,
[· | πr

r = y] , y ∈ Rd.

Proof for Theorem 1.10. We only provide the proof of (i), as the proof of (ii) follows identi-
cally.

Fix s ⩾ 0 and ζ ∈ P(Rd). Let Ps,ζ be one of the limiting distributions in P(Ωs) of the
approximation processes constructed in Section 5 with initial time s. Then Ps,ζ is a martingale
solution to (MVE) (with initial time s). Set

µs,ζ
t := Ps,ζ ◦ (πs

r)
−1, s ⩽ t ⩽ T.

Then, by (5.2), we see thatˆ T

s

ˆ
Rd

f(t, x)µs,ζ
t (dx)dt = Es,ζ

ˆ T

s
f(t, πs

t )dt ⩽ C∥f∥Lq(s,T ;Lp
x)
,

for any (p, q) ∈ I , namely, (µs,ζ) belongs to the Krylov class. Thanks to Theorem 1.7, µs,ζ

is uniquely determined when ζ ∈ Pε0 .
In order to prove the desired assertions, by virtue of [46, Corollary 3.9], we shall verify the

following two conditions:

(a) {µs,ζ}(s,ζ)∈[0,T ]×P(Rd) satisfies the flow property (1.7) with Q = P(Rd);

(b) µs,ζ is the unique solution to the linearized Fokker-Planck equation

∂tρ = ∆ρ− div((K ∗ µs,ζ)ρ), ρ|t=s = ζ, (6.1)

that satisfies

ρ(t) ⩽ Cµs,ζ
t , s ⩽ t ⩽ T, (6.2)

where C > 0 is a constant.
To this end, we note that for any r ∈ [s, T ], the path (µs,ζ

t )t∈[r,T ] solves (NFPE) with initial

datum (r, µs,ζ
r ). In view of Theorem 1.7, for any r ∈ (s, T ], µs,ζ

r admits a bounded density

which implies that µs,ζ
r ∈ Pε0 . Therefore, invoking Theorem 1.7 once again, the flow property

(1.7) is verified.
Moreover, let

b(t, x) :=

ˆ
Rd

K(t, x− y)µs,ζ
t (dy), s ⩽ t ⩽ T.
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Then b ∈ L∞([s, T ];Ld,∞
x ) and div b = 0. Since (µs,ζ) lie in the Krylov class, any curve of

probability measures satisfying (6.2) also belongs to the Krylov class. Thus, in view of the
well-posedness result in Proposition 3.2, the linear Fokker-Planck equation (6.1) admits a
unique probabilistic solution satisfying (6.2), which verifies condition (b).

Therefore, the proof is complete. □

Appendix A. Lorentz spaces

This section contains several useful properties of Lorentz spaces and corresponding inter-
polation estimates. For more detailed explanations, we refer to the nice monograph [22].

Definition A.1. The Lorentz space is the space of complex-valued measurable functions f
on a measure space (X,µ) such that the following quasinorm is finite

∥f∥Lp,q(X,µ) = p
1
q

{ˆ ∞

0
tq−1 [µ({x : |f(x)| > t})]

q
p dt

} 1
q

,

where 0 < p, q ⩽ ∞. When q = ∞, we set

∥f∥Lp,∞(X,µ) = sup
t>0

t [µ({x : |f(x)| > t})]
1
p .

It is also conventional to set L∞,∞(X,µ) = L∞(X,µ). The space Lp,q is contained in Lp,r

whenever q < r.

Proposition A.1. (i) Assume that 0 < p, q ⩽ ∞ and θ > 0, then

∥fθ∥Lp,q = ∥f∥θLθp,θq . (A.1)

(ii) (Hölder’s inequality) Assume that 1 ⩽ p1, p, p2 ⩽ ∞ and 1 ⩽ q1, q2 ⩽ ∞, then

∥fg∥Lp,q ⩽ C∥f∥Lp1,q1∥g∥Lp2,q2 , (A.2)

where
1

p
=

1

p1
+

1

p2
and

1

q
=

1

q1
+

1

q2
.

(iii) (Young’s inequality) Assume that 1 < p1, p, p2 < ∞, 1 ⩽ q1, q2 ⩽ ∞, then

∥f ∗ g∥Lp,q ⩽ C∥f∥Lp1,q1∥g∥Lp2,q2 , (A.3)

where

1 +
1

p
=

1

p1
+

1

p2
,

1

q
⩽

1

q1
+

1

q2
;

and if 1 < p1, p2 < ∞, 1 ⩽ q1, q2 ⩽ ∞, then

∥f ∗ g∥L∞ ⩽ C∥f∥Lp1,q1∥g∥Lp2,q2 , (A.4)

where
1

p1
+

1

p2
= 1 and

1

q1
+

1

q2
⩾ 1.

(iv) Assume that 1 < p ⩽ ∞ and 1 ⩽ q ⩽ ∞, then

∥f∥Lp,q ⩽ ∥Mf∥Lp,q ⩽ C∥f∥Lp,q , (A.5)

where Mf is the Hardy-Littlewood maximal function of f .
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Proof. The proofs of (i)-(iii) can be found in [44, 22]. For (iv), since

∥Mf∥L1,∞ ⩽ C∥f∥L1 and ∥Mf∥L∞ ⩽ ∥f∥L∞ ,

by the Marcinkiewicz interpolation theorem for Lorentz spaces (see [26]), one has

∥Mf∥Lp,q ⩽ Cp∥f∥Lp,q

for any 1 < p ⩽ ∞. □

For any s ∈ (0, d). The Riesz potential Isf of a locally integrable function f on Rd is
defined by

(Isf)(x) := Ks ∗ f(x) =
1

cd,s

ˆ
Rd

f(y)

|x− y|d−s
dy.

We have

Lemma A.2 (Boundedness of Riesz potential). Let 0 < s < d and p ∈ (1, d/s). There exists
C > 0 such that for any f ∈ Lp,

∥Isf∥Lq,p ⩽ C∥f∥Lp , (A.6)

where 1
q = 1

p − s
d .

Proof. Noting that

Ks(x) =
1

cd,s

1

|x|d−s
∈ L

d
d−s

,∞

and using Theorem 2.6 of [44] one has

∥Isf∥Lq,p ⩽ C∥Ks∥
L

d
d−s

,∞∥f∥Lp ⩽ C∥f∥Lp .

□

Appendix B. Interpolation Inequalities

Below we collect several useful interpolation estimates in Lorentz spaces.

Lemma B.1. Let 1 ⩽ p1 < p < p2 < ∞, q ⩾ 1 and

1

p
=

θ

p1
+

1− θ

p2
.

Then

∥f∥Lp,q ⩽ C∥f∥θLp1,∞∥f∥1−θ
Lp2,∞ . (B.1)

Proof. Let N1 = ∥f∥Lp1,∞ and N2 = ∥f∥Lp2,∞ . Then

|{f > t}| ⩽ Np1
1

tp1
and |{f > t}| ⩽ Np2

2

tp2
.
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Thus, by definition, we derive

∥f∥Lp,q =p
1
q

(ˆ ∞

0
tq−1 |{|f | > t}}|

q
p dt

) 1
q

=p
1
q

(ˆ ∞

0
tq−1

(
Np1

1 t−p1 ∧Np2
2 t−p2

) q
p dt

) 1
q

⩽p
1
q

N qp1/p
1

ˆ (
N

p2
2

N
p1
1

) 1
p2−p1

0
t
q−1− qp1

p dt+N
qp2/p
2

ˆ ∞(
N

p2
2

N
p1
1

) 1
p2−p1

t
q−1− qp2

p dt


1
q

⩽C(p, p1, p2, q)N
θ
1N

1−θ
2 ,

where θ = 1/p−1/p2
1/p1−1/p2

. □

Recall that Λ = (−∆)1/2. For any s ⩾ 0, 1 ⩽ p < ∞ and q > 0, the homogeneous
Lorentz-Bessel space is defined by

Ḣs
p,q := {f ∈ S ′(Rd) : Λsf ∈ Lp,q},

and

∥f∥Ḣs
p,q

:= ∥Λsf∥Lp,q .

The following fractional Gagliardo-Nirenberg type estimate in Lorentz spaces involving
Besov-Hölder norms is useful in the proof of Theorem 2.7.

Proposition B.2 (Fractional Gagliardo-Nirenberg type estimate). Let 1 < p, p1 < ∞, 1 ⩽
q, q1 ⩽ ∞, 0 < α < σ ⩽ s < ∞ and

θ =
σ − α

s− α
=

p1
p

=
q1
q

∈ (0, 1].

Then
∥Λσu∥Lp,q ⩽ C∥Λsu∥θLp1,q1∥u∥1−θ

Ḃα
∞,∞

, ∀u ∈ Ḣs
p1,q1 ∩ Ḃα

∞,∞, (B.2)

where Ḃα
∞,∞ is the homogeneous Besov space (see [1]).

Remark B.3. Proposition B.2 implies that if j,m ∈ N, 0 < j < m, and 1 < p1 < p < ∞
such that α = (jp−mp1)/(p− p1) ∈ (0, 1), then

∥∇ju∥Lp ⩽ C∥∇mu∥θLp1 [u]
1−θ
α with θ = p1/p ∈ (0, 1), (B.3)

where [u]α is the Hölder seminorm of u. Estimate (B.3) was first proved by Nirenberg in [43].

Proof of Proposition B.2. We only need to consider the case that σ < s, i.e., θ ∈ (0, 1). Let

∆̇j and ∆̇′
j denote the homogeneous dyadic blocks (see [1]) given by cutoff functions φ and

φ′, respectively, and φ = φφ′. Then

∆̇jΛ
σu = (Λσ∆̇j)∆̇

′
ju = 2jσϕj ∗ (∆̇′

ju),

where

ϕσ := F−1(| · |σφ) and ϕσ
j (x) = 2djϕσ(2jx).

For the low-frequency part, by the above identity,∣∣∣∣∣∣
∑
j⩽k

∆̇jΛ
σu(x)

∣∣∣∣∣∣ ⩽ C
∑
j⩽k

2jσ∥∆̇′
ju∥∞ ⩽ C

∑
j⩽k

2j(σ−α)∥u∥Ḃα
∞,∞

.
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For the high-frequency part, we have∣∣∣∣∣∣
∑
j>k

∆̇jΛ
σu(x)

∣∣∣∣∣∣ ⩽
∑
j>k

∣∣∣(Λσ−s∆̇j)Λ
su(x)

∣∣∣ =∑
j>k

2−j(s−σ)
∣∣∣ϕσ−s

j ∗ (Λsu) (x)
∣∣∣

⩽C

∑
j>k

2−j(s−σ)

 (MΛsu) (x) ⩽ C2−k(s−σ) (MΛsu) (x),

(B.4)

where we also used the fact that |ϕα
j ∗ f(x)| ⩽ C(φ, d, α)Mf(x). Thus, we obtain

|Λσu(x)| ⩽ C2k(σ−α)∥u∥Ḃα
∞,∞

+ C2−k(s−σ) (MΛsu) (x). (B.5)

Choosing

k ≈ (s− α)−1 log2

(
(MΛsu)(x)

∥u∥Ḃα
∞,∞

)
and using (B.5), we obtain that

|Λσu(x)| ⩽ [(MΛsu)(x)]θ∥u∥1−θ
Ḃα

∞,∞
, θ =

σ − α

s− α
.

Therefore, by (A.1) and (A.5), and noting that θp = p1 > 1 and θq = q1 ⩾ 1,

∥Λσu∥Lp,q ⩽∥MΛsu∥θLθp,θq∥u∥1−θ
Ḃα

∞,∞

⩽∥Λsu∥θLp1,q1∥u∥1−θ
Ḃα

∞,∞
with θ =

σ − α

s− α
=

p1
p

=
q1
q
,

which yields (B.2). □

The following Ladyženskaja-type estimate for Lorentz space plays a crucial role in the
proof of our main results when d = 2.

Lemma B.4 (Ladyženskaja-type estimate). Let d ⩾ 2. For any u ∈ W 1,2(Rd), it holds that

∥u∥
L

2d
d−1

,2
(Rd)

⩽ C∥∇u∥
1
2

L2(Rd)
∥u∥

1
2

L2(Rd)
. (B.6)

Proof. Using (A.6), we derive

∥u∥
L

2d
d−1

,2
(Rd)

⩽C∥Λ
1
2u∥L2(Rd)⩽C∥Λu∥

1
2

L2(Rd)
∥u∥

1
2

L2(Rd)
,

which yields (B.6). □

The following lemma contains the refined version of Poincaré’s estimates. Let
 
A
f :=

1

|A|

ˆ
f and ∥−f∥−Lp(A) :=

( 
A
|f |p

) 1
p

.

Lemma B.5 (Poincaré-type estimates). Let 0 ⩽ φ ∈ C∞
c (B1) such that

´
B1

φ > 0. Given

R > 0, set φR = φ(·/R). Let

u =

(ˆ
Rd

φR

)−1 ˆ
Rd

uφR and ū = u− u.

Then, the following holds:

(i) For any q ∈ [1,∞),

∥−ū∥−Lq(BR) ⩽ CR∥−∇u∥−Lq(BR). (B.7)
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(ii) For any q ∈ [1, d) and p ∈ [q, dq
d−q ],

∥−ū∥−Lp(BR) ⩽ CR∥−∇u∥−Lq(BR). (B.8)

Here the constant C only depends on d, p, q and φ.

Proof. By scaling, we may assume that R = 1. For any q ∈ [1,∞) and p ∈ [q, dq
d−q ], using

Sobolev’s estimate, we have

∥ū∥Lp(B1) ⩽ C∥ū∥W 1,q(B1) ⩽ C∥ū∥Lq(B1) + C∥∇ū∥Lq(B1).

Thus, it suffices to prove

∥ū∥Lq(B1) ⩽ C∥∇u∥Lq(B1), q ∈ [1,∞).

Arguing as in the proof of [14, Theorem 1 in Section 5.8.1], and assuming that the above
estimate does not hold, we infer that there exists a sequence uk such that

uk = 0, ∥uk∥Lq(B1)
= 1 and ∥∇uk∥Lq(B1) ⩽

1

k
.

Thus, there exist a subsequence {ukj}j⩾1 ⊆ {uk}k⩾1 and u ∈ Lq(B1) such that ukj → u in
Lq(B1) and u = 0. Moreover, ∇ukj ⇀ ∇u in Lq(B1) and

∥∇u∥Lq(B1) ⩽ lim inf
j→∞

∥∇ukj∥Lq(B1) = 0.

Therefore, u is a constant in B1. Taking into account u =
´
B1

uφ = 0, we infer that u = 0,

which however contradicts the fact that ∥u∥Lq(B1) = 1. □
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[23] Lukas Gräfner and Nicolas Perkowski. Weak well-posedness of energy solutions to singular SDEs with

supercritical distributional drift. arXiv preprint arXiv:2407.09046, 2024.
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