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NON-UNIQUENESS OF (STOCHASTIC) LAGRANGIAN TRAJECTORIES FOR EULER

EQUATIONS

HUAXIANG LÜ, MICHAEL RÖCKNER, AND XIANGCHAN ZHU

ABSTRACT. We are concerned with the (stochastic) Lagrangian trajectories associated with Euler or Navier-

Stokes equations. First, we construct solutions to the 3D Euler equations which dissipate kinetic energy with

C
1/3−
t,x regularity, such that the associated Lagrangian trajectories are not unique. The proof is based on the non-

uniqueness of positive solutions to the corresponding transport equations, in conjunction with the superposition

principle. Second, in dimension d > 2, for any 1 < p < 2, 1

p
+ 1

s
> 1+ 1

d
, we construct solutions to the Euler or

Navier-Stokes equations in the space CtL
p
∩L1

tW
1,s, demonstrating that the associated (stochastic) Lagrangian

trajectories are not unique. Our result is sharp in 2D in the sense that: (1) in the stochastic case, for any vector

field v ∈ CtL
p with p > 2, the associated stochastic Lagrangian trajectory associated with v is unique (see

[KR05]); (2) in the deterministic case, the LPS condition guarantees that for any weak solution v ∈ CtL
p with

p > 2 to the Navier-Stokes equations, the associated (deterministic) Lagrangian trajectory is unique. Our result

is also sharp in dimension d > 2 in the sense that for any divergence-free vector field v ∈ L1

tW
1,s with s > d,

the associated (deterministic) Lagrangian trajectory is unique (see [CC21]).
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1. INTRODUCTION

In this paper, we study the Lagrangian trajectories associated with weak solutions to the incompressible

Euler equations on the torus Td = Rd/Zd for d > 2:

d

dt
Xt = v(t,Xt), t ∈ [0, T ], (1.1)

X0 = x,

where T > 0, v : [0, T ]× Td → Rd is a weak solution to the incompressible deterministic Euler equations

on [0, T ]× Td:

∂tv + div(v ⊗ v) +∇π = 0, (1.2)

divv = 0,

where π denotes the pressure field associated with the fluid. In this context, X : [0, T ] → Td represents the

trajectory of a particle in an incompressible, non-viscous fluid. In this paper, we focus on the Lagrangian

trajectory in the following sense.

Definition 1.1. Let v : [0, T ]× Td → Rd be a Borel map and x ∈ Td. We say that an absolutely continuous

function Xx
· ∈ AC([0, T ];Td) is a (deterministic) Lagrangian trajectory of v starting from x if for all

t ∈ [0, T ],

Xx
t = x+

ˆ t

0

v(s,Xx
s )ds.

It is now widely believed that both the 3D Euler equations and their corresponding Lagrangian trajectories

may develop singularities. The famous Onsager conjecture [Ons49] says that the threshold regularity for

energy conservation of weak solutions to the Euler equations (1.2) is 1
3 , which comes from Onsager’s attempt
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to explain the primary mechanism of energy dissipation in turbulence. Consequently, he implicitly suggested

that Hölder continuous weak solutions of the Euler equations could provide an appropriate mathematical

description of turbulent flows in the inviscid limit. In recent years, this conjecture has been fully proven

using the technique of convex integration (see [Ise18, BDLSV19]). For a further discussion, we refer to

Section 1.1 below. We also emphasize that 1
3 regularity is also related to the dissipative length scales in

Kolmogorov’s 1941 (K41) phenomenological theory of turbulence [Kol41] (see [HPZZ23, Nov23]).

On the other hand, a fundamental insight into the Lagrangian origin of turbulent scalar dissipation is the

concept of spontaneous stochasticity, which was predicted by Lorenz [Lor63, Lor69]. This notion suggests

that multiscale fluid flows can inherently lose their deterministic nature and become intrinsically random.

However, elevating this theory to a rigorous mathematical framework remains a challenge. The pioneering

mathematical work of Bernard, Gawedzki, and Kupiainen [BGK97] examined Kraichnan’s turbulence model

[Kra68], where the advected velocity is represented as a Gaussian random field with white-noise correlation

in time. They demonstrated that, due to the spatial roughness of the advected field, Lagrangian trajectories

become non-unique and stochastic in the limit of infinite Reynolds number, even for a fixed initial particle

position. We refer to [DE17a, DE17b, ED18, TBM20, MR23, JS24] for recent studies on spontaneous

stochasticity.

From the above, studying non-uniqueness of Lagrangian trajectories associated with Euler equations is

of primary interest for turbulence. In this paper, our first main result provides a rigorous mathematical

proof that there exist dissipative solutions to the 3D Euler equation below the Onsager exponent 1
3 such that

deterministic Lagrangian trajectories are not unique.

Theorem 1.2. Let T > 0 and 0 < β < 1
3 be fixed. There exists a solution v ∈ Cβ([0, T ]× T3) to the Euler

equation (1.2) which dissipates the kinetic energy, such that non-uniqueness of (deterministic) Lagrangian

trajectories holds in the sense that:

There is a measurable set A(v) ⊂ T3 with positive Lebesgue measure such that for every x ∈ A(v) there are

at least two trajectories of v starting at x.

To the best of our knowledge, this is the first result on non-uniqueness of Lagrangian trajectories, where

the advected vector field itself is the solution to an unforced, deterministic Euler equation which dissipates

kinetic energy.

To prove the non-uniqueness of Lagrangian trajectories, we adopt an ”Eulerian” perspective, focusing on

the evolution of particle densities rather than individual particle paths. This approach involves studying the

following transport equation:

∂tρ+ div(vρ) = 0, (1.3)

ρ(0) = ρ0.

Here, ρ : [0, T ]× Td → Rd represents the probability density of the particles. The connection between the

Eulerian description (governed by the transport equation) and the Lagrangian description (involving particle

trajectories) is established through the superposition principle (see [Amb08, Theorem 3.2] in the case of Rd.

For the case of manifolds as our Td, see [Tre14, Section 7.2]). Specifically, the superposition principle allows

us to express the solution ρ as a superposition of time marginal laws of probability measures Qx supported

on Lagrangian trajectories started at x ∈ T3. As a result of the superposition principle, non-uniqueness of the

density ρ for the transport equation (1.3) immediately implies non-uniqueness of the Lagrangian trajectories

as stated in Theorem 1.2.

Our second main result of the paper is the following sharp non-uniqueness for the transport equations up

to the Onsager exponent.
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Theorem 1.3. Let β, β̃ ∈ (0, 1) and T > 0 be fixed.

(1). Let β + 2β̃ > 1. For any divergence-free vector field v ∈ Cβ([0, T ]× T3), the transport equation (1.3)

has a unique solution ρ ∈ C β̃([0, T ]× T3), which conserves the kinetic energy.

(2). Let 0 < β + 2β̃ < 1, 0 < β < 1
3 and e : [0, T ] → R be a strictly positive smooth function. Then there

exists a solution v ∈ Cβ([0, T ]× T3) to the 3D Euler equation (1.2) satisfying
ˆ

T3

|v(t, x)|2dx = e(t),

such that there is a non-constant probability density ρ ∈ C β̃([0, T ]×T3) solving the transport equation (1.3)

with initial data ρ0 = 1 the unit volume. Then (1.3) admits at least two probability density solutions in the

space C β̃([0, T ]× T3) by noticing that ρ(t) ≡ 1 is always a solution.

The first part of Theorem 1.3 is established using commutator estimates, following the lines of [CET94].

The second part of Theorem 1.3 is our main result and will be established in Section 2 below. The detailed

construction using the convex integration method is shown in Section 3. Then by choosing β < 1
3 close to

1
3 , along with a decreasing function e(t), Theorem 1.2 follows by the superposition principle introduced in

[Amb08, Theorem 3.2] in the case of Rd. For the case of manifolds as our Td, see [Tre14, Section 7.2]).

Moreover, we can show some sharp non-uniqueness results of stochastic Lagrangian trajectories associ-

ated with the Euler equation, and even with the Navier-Stokes equation in general dimension d > 2, i.e.

solutions to

dXt = v(t,Xt)dt+
√
2κdWt, t ∈ [0, T ], (1.4)

X0 = x,

where κ ∈ (0, 1] be fixed, X : [0, T ] → Td is the stochastic process representing the stochastic particle tra-

jectory, andWt is a standard Td-valued Brownian motion defined on a probability space (Ω,F , (Ft)t>0,P).
See below for a precise definition. The drift term v : [0, T ]×Td → Rd is a weak solution to the incompress-

ible deterministic Navier-Stokes or Euler equations on [0, T ]× Td:

dv + div(v ⊗ v)dt− ν∆vdt+∇πdt = 0, (1.5)

divv = 0,

where ν ∈ [0, 1], π denotes the pressure field associated with the fluid. When ν = 0, (1.5) is the Euler

equation (1.2). Now we focus on the stochastic Lagrangian trajectories in the following sense.

Definition 1.4. Let v : [0, T ]× Td → Rd be a Borel map and W be a given Td-valued Brownian motion on

the probability space (Ω,F , (Ft)t>0,P). We say that an (Ft)t>0-adapted map Xx
· ∈ C([0, T ];Td),P-a.s.

is a stochastic Lagrangian trajectory of v starting from x if

Xx
t = x+

ˆ t

0

v(s,Xx
s )ds+

√
2κWt, t ∈ [0, T ], P−a.s.

Definition 1.5. We say that uniqueness in law holds for the stochastic Lagrangian trajectories if for any

two sets of stochastic Lagrangian trajectories {Xx}x∈Td and {Xx}x∈Td (which may be defined on different

probability spaces), we have P ◦ (Xx)−1 = P ◦ (Xx
)−1 for a.e. x ∈ Td.

Remark 1.6. The SDE in Definition 1.4 is meant in the sense of solving the corresponding martingale

problem. This is sufficient, since we shall only consider the law of the stochastic Lagrangian trajectory.

In the study of SDEs, there is evidence that a suitable stochastic noise may provide a regularizing effect on

deterministic ill-posed problems. On the whole space Rd, for vector fields that are only Lebesgue-integrable,
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specifically v ∈ Lr
tL

p := Lr([0, T ];Lp) satisfying d
p + 2

r < 1, Krylov and the second named author [KR05]

established strong existence and uniqueness of stochastic Lagrangian trajectories to (1.4), i.e. adapted to the

given Brownian motion. By an analogous argument, this result is also valid on the torus. However, beyond

the condition d
p + 2

r < 1, the question whether stochastic Lagrangian trajectories are pathwise unique-or,

more weakly, unique in law-is not completely understood. We refer to Section 1.3 for recent results on this

problem.

On the other hand, in the study of hydrodynamics, there is a deep connection between SDEs (1.4) and the

Navier-Stokes equations (1.5) with ν = κ > 0. When v is a smooth solution to the Navier-Stokes equations,

Constantin and Iyer [CI08] provided the following stochastic representation:

v(t, x) = PHE[∇T (Xx
t )

−1v0((X
x
t )

−1)], (1.6)

where PH is the Leray projection and v0 is the initial condition. Conversely, if v is smooth and (v,Xx)
solves (1.4) and (1.6), then v is also a solution to the Navier-Stokes equations with initial condition v0. The

condition d
p + 2

r < 1 is special case of the famous Ladyzhenskaya-Prodi-Serrin (LPS) condition d
p + 2

r 6 1,

which provides a sufficient condition for the regularity and uniqueness of weak solutions to the Navier-Stokes

equations. Within the LPS condition, both the NS equation and the corresponding Lagrangian trajectories are

unique. Beyond this condition, using the convex integration method, sharp non-uniqueness of weak solutions

to the Navier-Stokes equations has been shown in [BV19b, BCV21, CL22a, CL23].

In summary, whether from the perspective of SDEs or from the perspective of fluid dynamics, studying

the well/ill-posedness of stochastic Lagrangian trajectories with hydrodynamic drifts beyond the LPS con-

dition is of theoretical interest. Our third main result is to show the non-uniqueness in law of the stochastic

Lagrangian trajectories of weak solutions to the Navier-Stokes or Euler equations (1.5) in the supercritical

regime, i.e. d
p + 2

r > 1. To state the main result, for d > 2 we define A := A1 ∪ A2, where

A1 : =

{

(p, r, s) ∈ [1,∞]3 :
1

p
+

1

r
> 1, 1 < s < d

}

,

A2 : =

{

(p, r, s) ∈ [1,∞]3 :
1

p
+

1

r
6 1, 1 < p < 2,

1

d
+

1

2

1− 1
r − 1

p
1
2 − 1

r

<
1

s
< 1

}

.

Theorem 1.7. Let d > 2, κ ∈ [0, 1], ν ∈ [0, 1]. For any triple (p, r, s) ∈ A, there exists a divergence-free

vector field v ∈ Lr([0, T ];Lp) ∩ L2([0, T ]× Td) ∩ L1([0, T ];W 1,s) ∩ C([0, T ];L1) which is a solution to

the Navier-Stokes or Euler equations (1.5), such that the law of stochastic Lagrangian trajectories of v is not

unique in the sense that:

There is a measurable A(v) ⊂ Td with positive Lebesgue measure such that for every x ∈ A(v) there are at

least two stochastic trajectories of v starting at x, admitting distinct laws satisfying E[
´ T

0 |v(s,Xx
s )|ds] <

∞.

Moreover, when r = ∞, the solution v is continuous in Lp-norm, i.e. v ∈ C([0, T ];Lp) =: CtL
p.

As a corollary, in the stochastic case κ > 0, by taking s > 1 close to 1 in Theorem 1.7, we show that sharp

non-uniqueness in law holds for stochastic Lagrangian trajectories of weak solutions to the Navier-Stokes or

Euler equations (1.5), within a range of supercritical regimes:

Corollary 1.8. Let d > 2, κ ∈ (0, 1], ν ∈ [0, 1], p, r ∈ [1,∞] be fixed. There exists a solution

v ∈
{

Lr([0, T ];Lp) ∩ L2([0, T ]× Td) ∩ L1([0, T ];W 1,1) ∩ C([0, T ];L1), if 1
p + 1

r > 1,

C([0, T ];Lp) ∩ L2([0, T ]× Td) ∩ L1([0, T ];W 1,1), if 1 < p < 2,

to the Navier-Stokes or Euler equations (1.5), such that the law of stochastic Lagrangian trajectories of v is

not unique in the sense that:
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FIGURE 1. State of (non-)uniqueness to SDE (1.4) for vector fields v ∈ Lr
tL

p in the 2D

case.

Red area: in the subcritical case, the SDE admits a unique strong solution.

Red line: in the critical case , the well-posedness of SDE remains open in d = 2.

Green area: in the supercritical case, our main result shows the non-uniqueness in law

holds in this range.

There is a measurable A(v) ⊂ Td with positive Lebesgue measure such that for every x ∈ A(v) there are at

least two trajectories of v starting at x, admitting distinct laws satisfying E[
´ T

0
|v(s,Xx

s )|ds] <∞.

In Figure 1, we summarize the (non-)uniqueness in law results on SDE (1.4) for vector fields v ∈ Lr
tL

p in

the case d = 2. Our result implies that for any p < 2, there exists a solution v ∈ CtL
p to the Navier-Stokes

or Euler equations such that non-uniqueness in law of stochastic Lagrangian trajectories of v holds, which

is sharp in the sense that for any vector field v ∈ CtL
p, p > 2, (1.4) admits a unique strong solution as

recalled above. Our result covers the optimal range, except for the endpoint p = 2. We also notice that since

divv = 0, (1.4) admits an invariant measure ρ ≡ 1. We obtain non-uniqueness in law even when starting

from this invariant measure.

In contrast to this, in the deterministic case κ = 0, despite the absence of regularization-by-noise phe-

nomena, the LPS criteria guarantee that any weak solution v ∈ CtL
p with p > d to the Navier-Stokes

equations is Leray and regular, which still ensures the uniqueness of the associated (deterministic) La-

grangian trajectory. Taking r = ∞ in Theorem 1.7, the following corollary presents a sharp counterexample

v ∈ CtL
2− ∩ L1

tW
1,1+ for which the Lagrangian trajectories are non-unique, which covers the optimal

range, except for the endpoint p = 2.

Corollary 1.9. Let d > 2, ν ∈ [0, 1]. For any 1 < p < 2, 1p + 1
s > 1 + 1

d , there exists a divergence-free

vector field v ∈ C([0, T ];Lp) ∩L2([0, T ]× Td) ∩ L1([0, T ];W 1,s) which is a solution to the Navier-Stokes

or Euler equations (1.5), such that the non-uniqueness of (deterministic) Lagrangian trajectories holds in

the sense that:

There is a measurable A(v) ⊂ Td with positive Lebesgue measure such that for every x ∈ A(v) there are at

least two trajectories of v starting at x.
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Furthermore, for any s < d, there is a solution to the Navier-Stokes or Euler equations (1.5) in the space

CtL
1∩L2

t,x∩L1
tW

1,s for which the Lagrangian trajectories are non-unique. Our result is sharp in comparison

to the result of Caravenna and Crippa [CC21, Corollary 5.2], which states that for any divergence-free vector

field v ∈ L1
tW

1,s with s > d, then for a.e. x ∈ Td, there is a unique trajectory of v starting at x. Our

result covers the optimal range except for the endpoint p = d. We also remark that Brué, Colombo and

De Lellis [BCDL21] provided a nice divergence-free counterexample v ∈ Ct(W
1,d− ∩ L∞−) using convex

integration.

As before, we adopt an ”Eulerian” perspective and establish the non-uniqueness of solutions to the corre-

sponding Fokker-Planck equations on [0, T ]× Td:

∂tρ− κ∆ρ+ div(vρ) = 0, (1.7)

ρ(0) = ρ0.

Theorem 1.10. Let κ, ν ∈ [0, 1]. Then for any triple (p, r, s) ∈ A, there exists a solution v ∈ Lr([0, T ];Lp)∩
L2([0, T ]×Td)∩L1([0, T ];W 1,s)∩C([0, T ];L1) to (1.5), and a non-constant density ρ ∈ Lr([0, T ];Lp)∩
L2([0, T ]× Td) ∩ C([0, T ];L1) satisfying (1.7) with initial data ρ0 = 1.

Moreover, when r = ∞, the solutions v, ρ are also continuous in Lp-norm.

This result is proved in Section 4, while the detailed construction via the convex integration method is

given in Section 5. Then Theorem 1.7 follows by the superposition principle proved in [Tre14, Section 7.2].

1.1. Convex integration and Onsager conjecture. The rigid part of Onsager’s conjecture was established

using commutator estimates, as demonstrated in [CET94, CCFS08]. The flexible part was proven using the

convex integration method by Isett in [Ise18] for the 3D case, with further constructions of strictly dissi-

pative solutions discussed in [BDLSV19]. This convex integration technique was first introduced to fluid

dynamics by De Lellis and Székelyhidi Jr. [DLS09, DLS10, DLS13], leading to numerous groundbreaking

results. For the L2-based Sobolev scale, Buckmaster, Masmoudi, Novack, and Vicol [BMNV23] constructed

non-conservative weak solutions of the 3D Euler equations in CtH
1/2−, and then refined by Novack and

Vicol [NV23] to the class C0
t (H

1/2− ∩ L∞). By interpolation, such solutions belong to CtB
1/3−
3,∞ , which

can be seen as a proof of the L3-based intermittent Onsager theorem. Notably, the 2D Onsager conjec-

ture was addressed by Giri and Radu [GR24] through convex integration with Newton iteration. We refer

to [Cho13, BDLIS15, Buc15, BDLS16, DSJ17, DLK22, Ise22, BHP23, BC23, GKN23, GKN24, BM24a,

BM24b] for more results on the Euler equations. We mention that the convex integration method also led

to a breakthrough to the non-uniqueness of weak solutions to the Navier-Stokes equations, see for example

[BV19b, BCV21, CL22a, CL23, MNY24a, MNY24b, CZZ25]. We refer interested readers to the compre-

hensive reviews [BV19a, BV21, DLS22] for more details and references.

Very recently, Brué, Colombo and Kumar [BCK24b] introduced a new “asynchronization” idea for the

building blocks in the convex integration to derive non-uniqueness of weak solutions in L∞
t L

2 with vorticity

in L∞
t L

1+, which solves a longstanding open problem of non-uniqueness of the 2D Euler equations with

integrable vorticity.

We also note that the convex integration method has been successfully applied to the stochastic fluid dy-

namics (see [BFH20, HZZ22, Yam22a, Yam22b, HZZ23a, HZZ23b, LZ23, HLP24, HZZ24, LRS24, Pap24,

HZZ25, LZ25a, LZ25b] and references therein).

1.2. Previous results on the ODE level. If the advected vector field v is Lipschitz continuous, classical

theorems ensure the uniqueness of Lagrangian trajectories starting from any x ∈ Td. For less regular vector

fields on the whole space Rd, DiPerna and Lions [DL89] proved the uniqueness of trajectories in the class

of regular Lagrangian flows under suitable Sobolev regularity conditions. Moreover, for a divergence-free
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vector field v ∈ L1
tW

1,s and every ρ0 ∈ Lp with 1
p + 1

s 6 1, there exists a unique weak solution ρ ∈
L∞
t L

p to the transport equation (1.3). An analogous version of this result holds on the torus Td. Later,

the DiPerna-Lions theory was extended by Ambrosio [Amb08] to the bounded variation case v ∈ L1
t (BV ).

However, it is not clear whether for almost every x, there is a unique trajectory of v starting at x. We refer to

[DL08, Amb17, CC21, BCDL21] for more related uniqueness results beyond the DiPerna-Lions condition.

Concerning fluid equations on the whole space R3, if v is a Leray solution to the 3D Navier-Stokes

equations as defined in (1.5) and if it is obtained through approximation with v(0) ∈ H1/2(R3), Robinson

and Sadowski [RS09a, RS09b] proved the existence and uniqueness of Lagrangian trajectories for a.e. initial

point x ∈ R3. Then Galeati [Gal24] refined it to the case v(0) ∈ L2(R3).

Regarding non-uniqueness, to the best of our knowledge, there are currently two distinct methods. The

first approach is Lagrangian, which involves using the degeneration of the flow map to show non-uniqueness

at the ODE level, and we refer to [DL89, Dep03, YZ17, ACM19, DEIJ22, Kum24, Pap23, BCK24a, MS24].

These constructions are usually quite specific and play an important role in understanding the fluid dynamics.

The second approach is Eulerian, by demonstrating non-uniqueness directly at the PDE level. Crippa, Gusev,

Spirito, and Wiedemann [CGSW15] were the first to utilize convex integration to derive non-uniqueness

results for transport equations (1.3) on torus. Subsequently, numerous significant breakthroughs concerning

Sobolev vector fields were achieved through convex integration in [MS18, MS19, MS20, BCDL21, CL21,

CL22b, PS23].

1.3. Previous results on the SDE level. As mentioned earlier, the regularization-by-noise phenomenon

plays a significant role in the well-posedness of SDEs, which comes from the effect of the Laplacian in the

Fokker-Planck equations.

On the whole space, when v is a bounded measurable function, Veretennikov [Ver80] proved the unique-

ness of probabilistically strong solutions. When v ∈ Lr
tL

p, Krylov and the second named author in [KR05]

established the existence and uniqueness of strong solutions to (1.4) in the class
´ T

0
|v(s,Xs)|2ds <∞, P-

a.s., under the condition d
p + 2

r < 1. Moreover, the square integrability condition can be removed, see

for example [Hao23, Lemma 3.4]. For more well-posedness results in the subcritical case, we refer to

[Zha05, Zha11, Zha16, XXZZ20, RZ21a].

In the critical case d
p + 2

r = 1, on the whole space, Krylov [Kry20a] proved the strong well-posedness

of SDEs in the case v ∈ Ld(Rd), which is a significant progress on this topic. The second named author

and Zhao [RZ21b] showed that for any vector field v ∈ CtL
d or v ∈ Lr

tL
p, r, p ∈ (2,∞), (1.4) admits

a unique strong solution within a class satisfying a Krylov-type estimate. They [RZ23] also proved weak

uniqueness with divergence-free v ∈ L∞
t L

d within a class satisfying a Krylov-type estimate. We refer to

[Nam20, Kry20b, Kry20c] for further results.

Beyond the LPS condition d
p+

2
r 6 1, the known results in the supercritical regime are very limited. When

the vector field is not divergence-free, in [BFGM19], there is a counterexample showing that (1.4) may not

have weak solutions if v is in the Lorentz space Ld,∞(Rd). Then Zhao [Zha19, Theorem 5.1] constructed

a divergence-free vector field v ∈ Lp(Rd) + L∞(Rd), p ∈ (d2 , d), d > 3, such that weak uniqueness fails.

Given an additional divergence-free property on the drift v, Zhang and Zhao [ZZ21] established weak exis-

tence and uniqueness in the sense of approximation for d
p + 2

r 6 2. Recently, Galeati [Gal24] demonstrated

strong existence and pathwise uniqueness for every initial x ∈ R3 for the SDEs (1.4), under the assumption

that v is a Leray solution to 3D Navier-Stokes equations obtained through approximation with divergence-

free v(0) ∈ H1/2(R3). It is also worth mentioning that very recently, for d > 1 and any d
p + 2

r > 1, p > d,

Galeati and Gerencsér in [GG25] constructed an example v ∈ Lr
tL

p(Rd) such that non-uniqueness in law
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holds for (1.4) when starting from x = 0. We also refer to [Gal23, BG23, HZ23, GP24, HRZ24] for more

results in the supercritical regime.

1.4. Ideas of the proof. In this paper, to demonstrate the non-uniqueness of stochastic Lagrangian trajec-

tories, in view of the superposition principle, we work at the PDE level to construct a fluid field such that

the transport equation admits two solutions. To achieve this, we concurrently apply the convex integration

method to the fluid equation and the transport equation simultaneously. However, when considering two

different scales C0
t,x or L1

tW
1,s, we face several challenges, which require to address them using distinct

strategies tailored to each scale’s characteristics.

1.4.1. Ideas in the C0
t,x-scales. We apply the convex integration method to transport equations and the Euler

equations simultaneously. At each step q ∈ N0, we construct a pair (vq, ρq, R̊q,Mq) satisfying the following

system:

∂tρq + div(vqρq) = −divMq,

∂tvq + div(vq ⊗ vq) +∇πq = divR̊q, divvq = 0, (1.8)

where R̊q is a trace-free symmetric matrix, and Mq is a vector field. Here, R̊q and Mq converge to 0 and

(vq, ρq) converge to a weak solution to the transport equation and the Euler equations respectively.

At each iterative step, we need to construct new perturbations to simultaneously cancel two stress terms

and obtain smaller residual stress terms. However, a new velocity perturbation constructed to cancel one of

the stress terms will also influence the other stress term. To overcome this, inspired by the work of Isett

[Ise22], we define the perturbations (wq+1 + wq+1, θq+1) as a sum of highly oscillatory Mikado flows such

that the support of (wq+1, θq+1) and that of wq+1 are disjoint by choosing disjoint building blocks. Here

the perturbation (wq+1, θq+1) is used to cancel the stress term Mq. As we can see, it produces a new term

wq+1 ⊗ wq+1 in the Euler equation. Then we construct the perturbation wq+1 to cancel the stress term R̊q

and the low frequency part, which comes from wq+1 ⊗ wq+1. More precisely,

wq+1θq+1 ∼Mq + (high frequency error),

wq+1 ⊗ wq+1 ∼ −R̊q −
ˆ

T3

wq+1 ⊗ wq+1dx+ (high frequency error). (1.9)

Once we have the above relations, since the support of (wq+1, θq+1) and that of wq+1 are disjoint, it

follows that

(wq+1 + wq+1)θq+1 ∼Mq + (high frequency error),

(wq+1 + wq+1)⊗ (wq+1 + wq+1) ∼ −R̊q + P 6=0(wq+1 ⊗ wq+1) + (high frequency error).

Here we denote P 6=0f := f −
ffl

fdx. So, the principle part of the oscillation errors has been canceled, while

the high frequency errors and the high frequency part of the product wq+1 ⊗ wq+1 are small in C0-norms.

To achieve the regime β + 2β̃ < 1 and the Onsager regime up to 1/3 at the same time, we need

to choose the parameters carefully. Let us heuristically show the typical estimates of the Nash errors

div−1((wq+1 + wq+1) · ∇vq) and div−1((wq+1 + wq+1) · ∇ρq) from the Euler equations and the trans-

port equation respectively. We assume that the frequencies grow hypergeometrically λq = λbq−1 for some

b > 1, and the perturbations obey the following Hölder scaling:

‖wq+1‖C0 + ‖wq+1‖C0 6 λ−β
q+1, ‖θq+1‖C0 6 λ−β̃

q+1,
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for β, β̃ > 0. In view of (1.9), we need to ensure

‖R̊q‖C0 6 λ−2β
q+1 , ‖Mq‖C0 6 λ−β−β̃

q+1 .

Then we need to verify the above bounds at the level q + 1. As usual in the convex integration method, the

iterate (vq , ρq) is a sum of building blocks with frequency not bigger then λq . Then by choosing λq+1 ≫ λq ,

we notice that the inverse divergence div−1 will give us a factor λ−1
q+1, while the gradient will give us a factor

λq . Then two Nash errors can be estimated by

‖div−1((wq+1 + wq+1) · ∇vq)‖C0 .
‖wq+1 + wq+1‖C0‖vq‖C1

λq+1
.
λ−β
q+1λ

−β
q λq

λq+1
6 λ−2β

q+2 ,

‖div−1((wq+1 + wq+1) · ∇ρq)‖C0 .
‖wq+1 + wq+1‖C0‖ρq‖C1

λq+1
.
λ−β
q+1λ

−β̃
q λq

λq+1
6 λ−β−β̃

q+2 .

To ensure the validity of the iteration, we need

1− b− β − βb < −2βb2, 1− b− β̃ − βb < −βb2 − β̃b2,

i.e.

(b − 1)(β(2b+ 1)− 1) < 0, (b− 1)(β̃(b+ 1) + βb − 1) < 0,

which is satisfied by choosing b > 1 close to 1, β < 1
3 and β + 2β̃ < 1.

Moreover, before the perturbation step, we apply the gluing step introduced by Isett in [Ise18] to achieve

the above regularities. Specifically, we combine exact solutions to the Euler equations, following a method

similar to that in [BDLSV19]. Correspondingly, we also glue together exact solutions to the transport equa-

tion, ensuring that the associated errors Mq are supported in disjoint temporal intervals. Here we need to

estimate the difference between the glued solution ρi and the original solution to the transport equation ρq in

certain negative order spaces. Since ρi and ρq are both scalars, we can not apply the Biot-Savart law as done

in [BDLSV19]. Instead, we utilize the inverse divergence operator to define yi = div−1ρi, yq = div−1yq,

which satisfies an equation of the form:

div[(∂t + vl · ∇)(yi − yq)] = div[· · ·].
Since there is no suitable left-inverse of the div operator, we use the identity ∇div = ∆ + curl curl and the

fact that curl (yi − yq) = 0 to derive that

(∂t + vl · ∇)(yi − yq) = ∆−1∇div[· · ·]−∆−1curl curl [vl · ∇(yi − yq)].

By combining various analytic identities (see Lemma 3.4 below), we obtain that yi − yq is bounded by

estimates on the transport equation together with Gronwall’s inequality. We refer to Section 3.2.2 for more

details.

1.4.2. Ideas in the L1
tW

1,s-scales. When we consider the L1
tW

1,s-scales or Lr
tL

p-scales for SDEs, to prove

Theorem 1.10, we once again apply convex integration. At each step q ∈ N0, we need to deal with a similar

system as (1.8) with an extra ∆ in both equations. As in the previous analysis, to eliminate the stress terms,

we construct new perturbations of the form (wq+1 +wq+1, θq+1), where (wq+1, θq+1) is to cancel the stress

term Mq, while wq+1 is to cancel the stress term R̊q . To address the dissipative Laplacian term, we enhance

more intermittency in the building blocks by introducing generalized intermittent space-time jets, which are

inspired by [LZ23, Section 3], [BCDL21, Section 4] for the spatial direction and by [CL21, Section 4.2] for

the temporal direction.
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However, because of the existence of extra intermittency, the previous method breaks down. Roughly

speaking, we aim to construct a perturbation wq+1 =
∑

ξ a(ξ)W(ξ), θq+1 =
∑

ξ a
′
(ξ)Θ(ξ) with a large os-

cillation parameter µ. On the one hand, similar to the procedure in [BV19b, Section 4.3], to cancel the

additional oscillation errors in the Navier-Stokes equations arising from

div(P 6=0(wq+1 ⊗ wq+1)) ∼
1

µ
∂t(
∑

ξ

a2(ξ)|W(ξ)|2ξ) + (high frequency error),

we need to introduce a temporal corrector and choose µ > r
− 1

2

‖ r
− d−1

2

⊥ to control this corrector. However,

when dealing with the transport equation, the intermittent building blocks should satisfy the equation

∂tΘ(ξ) + µr
1
2

‖ r
d−1
2

⊥ div(W(ξ)Θ(ξ)) = 0

as seen in (C.3). This condition requires µ = r
− 1

2

‖ r
− d−1

2

⊥ , which leads to a contradiction.

To address this problem, at the beginning of the iteration, we iterate two equations at different scales.

Heuristically speaking, we assume that the frequencies grow hypergeometricallyλq = λbq−1 for some b large

enough, and that the perturbations obey the following L2 scaling:

‖wq+1‖L2 6 λ−β
q+1, ‖wq+1‖L2 + ‖θq+1‖L2 6 λ−β

q+2,

and correspondingly

‖R̊q‖L1 6 λ−2β
q+1 , ‖Mq‖L1 6 λ−2β

q+2 .

Then the undesired product wq+1 ⊗ wq+1 automatically satisfies the desired estimates for R̊q+1 since

‖wq+1 ⊗ wq+1‖L1 . ‖wq+1‖2L2 . λ−2β
q+2 .

Finally, we emphasize that although we obtain a spatial range similar to [BCDL21], the building blocks

and the corresponding estimates in our work are different. Specifically, in [BCDL21, Section 4], the authors

constructed building blocks satisfying a certain Lp-normalization property with some p > 0, and derived

solutions in the space Ct(W
1,d− ∩ L∞−). In contrast to that, in the present paper, our construction of

building blocks is limited to theL2-normalization property, which is crucial for solutions to the Navier-Stokes

equations. By introducing temporally intermittent jets and a careful choice of parameters, we ultimately

achieve a spatial range similar to [BCDL21, Section 4], at the cost that the time integrability of the solutions

is only L1.

1.5. Organization of the paper. This paper is organized as follows. First, Section 2 is dedicated to prove

our first main result, Theorem 1.2, i.e. to demonstrate the existence of non-unique Lagrangian trajectories

for energy-dissipative solutions to the Euler equations with Hölder regularity up to 1/3. We work at the PDE

level by establishing Theorem 1.3 through the convex integration method and then using the superposition

principle. The implementation of the main convex integration procedure is presented in Section 3. Then,

Section 4 is devoted to the main results in L1
tW

1,s-based scales: Theorem 1.7 and the two Corollaries 1.8 and

1.9. We also work at the PDE level by demonstrating non-uniqueness for Fokker-Planck equations advected

by solutions to the Navier-Stokes or Euler equations, as stated in Theorem 1.10. The implementation of the

main convex integration procedure is presented in Section 5. In Appendix A, we collect some technical tools

used in the construction. In Appendix B and Appendix C we provide the building blocks and some auxiliary

estimates used in the constructions in Section 3 and Section 5 respectively.

Notations. Let T > 0, N0 := N ∪ {0}. Throughout the manuscript, we write Td = Rd/Zd for the d-

dimensional flat torus. We define the natural projection Pr : Rd → Td by Pr(x) = x − [x], where [x] is

the integer part of x, which is continuous. A Td-valued Brownian motion is seen as the natural projection of
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Rd-valued Brownian motion onto Td. We refer to [Hsu02] for a comprehensive treatment of the Brownian

motion on general manifolds. We use the following notations.

• We employ the notation a . b if there exists a constant c > 0 such that a 6 cb.
• Given a Banach spaceE with a norm ‖·‖E, we writeCtE = C([0, T ];E) for the space of continuous

functions from [0, T ] to E, equipped with the supremum norm. For p ∈ [1,∞] we write Lp
tE =

Lp([0, T ];E) for the space of Lp-integrable functions from [0, T ] to E, equipped with the usual

Lp-norm.

• For α ∈ (0, 1) we define Cα
t E as the space of α-Hölder continuous functions from [0, T ] to E,

endowed with the norm ‖f‖Cα
t E = sups,t∈[0,T ],s6=t

‖f(s)−f(t)‖E

|t−s|α + supt∈[0,T ] ‖f(t)‖E , and write

Cα
t in the case when E = R.

• We use Lp to denote the set of standard Lp-integrable functions on Td. For s > 0, p > 1 we set

W s,p := {f ∈ Lp; ‖(I −∆)
s
2 f‖Lp <∞} with the norm ‖f‖W s,p = ‖(I −∆)

s
2 f‖Lp .

• For N ∈ N0, CN denotes the space of N -times differentiable functions equipped with the norm

‖f‖CN :=
∑

|α|6N,α∈N
d
0

‖Dαf‖L∞
x
.

Similarly, if the norm is taken in space-time, we use CN
t,x. For N ∈ N0 and κ ∈ (0, 1), CN+κ

denotes the subspace of CN whose N -th derivatives are κ-Hölder continuous, with the norm

‖f‖CN+κ := ‖f‖CN +
∑

|α|=N,α∈N
d
0

[Dαf ]Cκ ,

where [f ]Cκ
x
:= supx 6=y,x,y∈T

d
|f(x)−f(y)|

|x−y|κ is the Hölder seminorm.

• We define the projections P=0f :=
ffl

Td fdx, and P 6=0f := f −
ffl

Td fdx.

• For a matrix R, we denote its traceless part by R̊ := R− 1
d tr(R)Id.

• We denote the Lebesgue measures on Td by Ld.

2. CONSTRUCTION OF NON-UNIQUE SOLUTIONS IN C0
t,x SCALES

In this section, we present the proof of Theorem 1.2. First, we work on the PDE level to demonstrate

the non-uniqueness of solutions to the transport equations advected by Euler flows, as stated in Theorem

1.3 (2). Specifically, for any fixed β, β̃ > 0 satisfying 0 < β + 2β̃ < 1, 0 < β < 1
3 , we apply the

convex integration method simultaneously to the Euler equations (1.2) and the transport equations (1.3). We

construct a solution to the 3D Euler equations in the space Cβ([0, T ]×Td), which satisfies e(t) = ‖v(t)‖2L2

for a prescribed energy profile, such that the associated transport equation admits a non-constant, positive

solution in C β̃([0, T ] × Td) and with initial data ρ0 = 1. By selecting β sufficiently close to 1/3 and

choosing a decreasing energy profile e(t), we establish our first main result, Theorem 1.2, with the help of

the superposition principle.

Without loss of generality, we assume T = 1. When considering the C0
t,x scales, we will primarily focus

on spaces equipped with the supremum norm. In this section and the subsequent Section 3, we use the

notation ‖ · ‖B = ‖ · ‖CtB for any Banach space B.

The convex integration iteration is indexed by a parameter q ∈ N0. We define the frequency parame-

ter {λq}q∈N0 ⊂ N which diverges to ∞, and the amplitude parameters {δq, δ̃q}q∈N0 ⊂ (0, 1] which are

decreasing to 0 by

λq = a(b
q), δq = λ−2β

q , δ̃q = λ−2β̃
q , q > 0,
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where a > 1 is a large parameter and b > 1 is close to 1. Here we recall that β, β̃ > 0 are given in Theorem

1.3 satisfying 0 < β < 1/3 and 0 < β+2β̃ < 1. In the following, without loss of generality, we additionally

assume β 6 β̃. In addition, we have

∑

q>1

δ̃1/2q .
1

abβ̃ − 1
<

1

3
(2.1)

by choosing a large enough in terms of b and β̃.

At each step q ∈ N0, a pair (vq , ρq, R̊q,Mq) is constructed solving the following systems on Td:

∂tρq + div(vqρq) = −divMq, (2.2)

∂tvq + div(vq ⊗ vq) +∇πq = divR̊q, divvq = 0, (2.3)

where R̊q is assumed as a trace-free symmetric matrix, and Mq is a vector field.

To take into account the initial condition, we require that ρq = 1 near the origin, more precisely, that

ρq = 1 on [0, Tq], where

Tq :=
1

3
−
∑

16r6q

δ̃1/2r . (2.4)

Applying (2.1) we obtain 0 < Tq 6
1
3 . Here we define

∑

16r60 := 0.

Our main iteration on the approximate solution (vq, ρq, R̊q,Mq) reads as follows:

Proposition 2.1. Let β ∈ (0, 13 ), β̃ ∈ [β, 1−β
2 ) and 1 < b < 1−β̃

β+β̃
. Let e : [0, 1] → R be a strictly positive

function satisfying |e′(t)| 6 1. Then there exists a choice of parameters α ∈ (0, 1) and a > 1 such that the

following holds true: let (vq, ρq, R̊q,Mq) be a solution to (2.2)-(2.3) satisfying
´

ρqdx = 1,

‖vq‖C0 6M

q
∑

i=0

δ
1/2
i , ‖ρq‖C0 6 2 +

q
∑

i=0

δ̃
1/2
i , (2.5)

‖vq‖C1 6Mδ1/2q λq, ‖ρq‖C1 6 δ̃1/2q λq, (2.6)

‖R̊q‖C0 6 δq+1λ
−3α
q , ‖Mq‖C0 +

1

λq
‖Mq‖C1 6 δ

1/2
q+1δ̃

1/2
q+1λ

−3α
q , (2.7)

ρq − 1 =Mq = 0 on [0, Tq], (2.8)

where M > 1 is a universal geometric constant. Moreover, for any t ∈ [0, 1]

δq+1λ
−α/3
q 6 e(t)− ‖vq(t)‖2L2 6 δq+1. (2.9)

Then there exists (vq+1, ρq+1, R̊q+1,Mq+1) which solves (2.2)-(2.3), satisfies (2.5)-(2.9) at the level q + 1
and

‖vq+1 − vq‖C0 6Mδ
1/2
q+1, ‖ρq+1 − ρq‖C0 6 δ̃

1/2
q+1. (2.10)

As noted in [BDLSV19], the wiggle room provided by the factor λ−3α
q is beneficial during the gluing

step. Additionally, the extra bound on Mq in the C1 norm is utilized to establish the time regularity of ρ, see

the proof of Theorem 1.3 below.

Proof of Theorem 1.3. We start with the proof of the first part of the theorem by in a similar way as [CET94].

Specifically, we prove that for β + 2β̃ > 1 and vector field v ∈ Cβ
t,x, any weak solution ρ ∈ C β̃

t,x to the

transport equation (1.3) conserves energy. Then the uniqueness follows from the linearity.
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Let ρl := ρ ∗ ϕl be the spatial mollification of ρ with a length scale l. Similarly, we define ρl and (vρ)l.
Then ρl satisfies for any t ∈ [0, 1]

ˆ

T3

|ρl(x, t)|2dx−
ˆ

T3

|ρl(x, 0)|2dx = 2

ˆ t

0

〈(vρ)l,∇ρl〉L2ds.

Since

〈vlρl,∇ρl〉L2 ≡ 0,

we have
ˆ

T3

|ρl(x, t)|2dx−
ˆ

T3

|ρl(x, 0)|2dx = 2

ˆ t

0

〈(vρ)l − vlρl,∇ρl〉L2ds.

Using the commutator estimate Lemma A.6 we have
∣

∣‖ρl(t)‖2L2 − ‖ρl(0)‖2L2

∣

∣ . ‖(vρ)l − vlρl‖C0
t,x
‖ρl‖C1

t,x
. lβ+2β̃−1‖v‖Cβ

t,x
‖ρ‖2

Cβ̃
t,x

.

Thus, as β + 2β̃ > 1, the right hand side converges to zero as l → 0. We conclude the proof with the

observation that ρl converges to ρ in CtL
2.

For the second part, since 0 < β < 1
3 , it suffices to prove the statement in the case where β 6 β̃ < 1− 2β

and T = 1. Without loss of generality, by the same argument as in [BDLSV19, Proof of Theorem 1.1], we

may assume that

inf
t∈[0,1]

e(t) > δ1λ
−α/3
0 , sup

t∈[0,1]

e(t) 6 δ1, sup
t∈[0,1]

e′(t) 6 1.

By choosing α > 0 small enough, there exists γ ∈ Q such that 3α + (β̃ + β)b < γ < 1 − β̃. Then we

define λ = λγ0 ∈ 2N by choosing a suitable a large enough, and start the iteration from

ρ0(t, x) = 1 +
sinλπx1

2
χ0(t), v0 = 0, R̊0 = 0, M0(t, x) = ∂tχ0(t)

cosλπx1
2λπ

(1, 0, 0)T ,

where x = (x1, x2, x3) and χ0 is a smooth function with χ0(t) = 0 on [0, 13 ], χ0(t) = 1 on [ 23 , 1].

Then
´

ρ0dx = 1, and by choosing a large enough to absorb the constant, we have

‖ρ0‖C0 6 2, ‖ρ0‖C1 . λ 6 δ̃
1/2
0 λ0, ‖M0‖C0 +

1

λ
‖M0‖C1 .

1

λ
6 δ

1/2
1 δ̃

1/2
1 λ−3α

0 ,

which implies that (2.5)-(2.8) hold at the level q = 0. (2.9) is automatically satisfied by the assumption on

e(t) and the fact that v0 = 0.

Applying Proposition 2.1 iteratively, we obtain a sequence of fields (vq, ρq, R̊q,Mq) satisfying (2.5)-(2.9)

and converging to a weak solution (v, ρ) to (1.2), (1.3) by (2.7). Using the estimate (2.10) yields for any

β′ < β:

∞
∑

q=0

‖vq+1 − vq‖Cβ′ .

∞
∑

q=0

‖vq+1 − vq‖1−β′

C0 ‖vq+1 − vq‖β
′

C1 .

∞
∑

q=0

δ
1−β′

2
q+1

(

δ
1/2
q+1λq+1

)β′

.

∞
∑

q=0

λβ
′−β

q+1 .

Hence we obtain that v ∈ C0
t C

β′

x . By the same argument and (2.10) we obtain that ρ ∈ C0
t C

β′′

x for any

β′′ < β̃. The time regularity of v is obtained by the same argument as in [Ise18] or [BDLSV19]. We thus

obtain v ∈ CxC
β′

t and then v ∈ Cβ′

([0, 1]× T3) for arbitrary β′ < β.

For the time regularity of ρ, using (2.6), (2.7) above, we immediately have for q ∈ N0

‖∂tρq‖C0 . ‖vq‖C0‖∇ρq‖C0 + ‖divMq‖C0 . δ̃1/2q λq + λqδ
1/2
q+1δ̃

1/2
q+1 . δ̃1/2q λq,
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which together with interpolation and (2.10) implies that

∞
∑

q=0

‖ρq+1 − ρq‖C0
xC

β′′

t

.

∞
∑

q=0

‖ρq − ρq+1‖1−β′′

C0 ‖∂tρq − ∂tρq+1‖β
′′

C0

.

∞
∑

q=0

δ̃
1−β′′

2
q+1

(

δ̃
1/2
q+1λq+1

)β′′

.

∞
∑

q=0

λβ
′′−β̃

q+1 .

As a consequence, ρq → ρ ∈ C0
xC

β′′

t . Thus we obtain ρ ∈ Cβ′′

([0, 1]× T3) for any β′′ < β̃.

Moreover, (2.8) ensures that ρ(t) ≡ 1 for every t sufficiently close to 0, and (2.9) ensures that e(t) =
‖v(t)‖2L2 for any t ∈ [0, 1].

Clearly by (2.1) and (2.10) we have

‖ρ− ρ0‖C0 6

∞
∑

q=0

‖ρq+1 − ρq‖C0 6

∞
∑

q=0

δ̃
1/2
q+1 6

1

3
,

which implies that ρ is nonnegative on T3:

inf
t∈[0,1]

ρ > inf
t∈[0,1]

ρ0 − ‖ρ− ρ0‖C0 >
1

2
− 1

3
> 0,

and ρ does not coincide with the solution which is constantly 1, as

‖ρ− 1‖C0 > ‖1− ρ0‖C0 − ‖ρ− ρ0‖C0 >
1

2
− 1

3
> 0.

�

Remark 2.2. If one applies the same argument as in [BDLSV19, (2.16)] to derive the time regularity for ρ,

one can only achieve the time regularity up to β̃/(1 + β̃ − β) < β̃, due to the low regularity of v.

In Theorem 1.3 we choose β < 1
3 close enough to 1

3 and choose e(t) to be decreasing. Then the proof of

Theorem 1.2 can be established using an argument analogous to [BCDL21, Theorem 1.3] (see also the proof

of Theorem 1.7 detailed in Section 4).

3. PROOF OF PROPOSITION 2.1

The proof follows a series of main steps. First, we fix some necessary parameters and proceed with a

mollification step in Section 3.1. Next, in Section 3.2, we apply the gluing procedure for both (vq, ρq). The

gluing step for the Euler equation is similar to the approach in [BDLSV19], but with a distinct gluing parame-

ter τq . Additionally, we introduce the gluing step for the transport equation to ensure that the associated error

term is supported on disjoint temporal intervals. In Section 3.3, we define the new iteration (vq+1, ρq+1) and

provide inductive estimates. Specifically, we first construct the perturbation (wq+1, θq+1) for the transport

equation to cancel the glued stress term Mq . Subsequently, we construct wq+1 for the Euler equation to

cancel the glued stress term R̊q as well as the low frequency part term of wq+1 ⊗ wq+1. In Section 3.4, we

define the new stress terms (R̊q+1,Mq+1) and establish the required estimates. Finally, in Section 3.5, we

derive the energy estimates, completing the proof.
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3.1. Choice of parameters and mollification. In the sequel, additional parameters will be indispensable

and their value has to be carefully chosen in order to respect all the compatibility conditions appearing in the

estimates below. First, for any fixed β ∈ (0, 13 ), β̃ ∈ [β, 1−β
2 ), β̃(b + 1) + βb < 1, and α > 0 small enough

we have

λq δ̃
1/2
q δq+1

δ̃
1/2
q+1λq+1

6
δq+2

λ8αq+1

,
λq δ̃

1/2
q δ

1/2
q+1

λq+1
6
δ
1/2
q+2δ̃

1/2
q+2

λ8αq+1

. (3.1)

To see this, we take logarithms and obtain

1− b− β̃ − 2βb+ β̃b < −2βb2 − 8αb, 1− b− β̃ − βb < −βb2 − β̃b2 − 8αb,

i.e.

8αb+ (b − 1)(2βb+ β̃ − 1) < 0, 8αb+ (b− 1)(β̃(b+ 1) + βb − 1) < 0,

which are satisfied by the choice of b and by choosing α > 0 small enough.

Finally, we increase a such that (2.1) holds. In the sequel, we increase a to absorb the various implicit and

universal constants in the following estimates.

We take a sufficiently small α ∈ (0, 1) such that (3.1) holds, and define l > 0 as

l =
δ̃
1/2
q+1

δ̃
1/2
q λ

1+ 3α
2

q

6
δ
1/2
q+1

δ
1/2
q λ

1+ 3α
2

q

, (3.2)

where we used β 6 β̃ to deduce δ̃
1/2
q+1δ̃

−1/2
q 6 δ

1/2
q+1δ

−1/2
q .

Then we replace the pair (vq, ρq, R̊q,Mq) with a mollified pair (vl, ρl, R̊l,Ml). We define

vl :=vq ∗x φl, R̊l := R̊q ∗x φl − (vq⊗̊vq) ∗x φl + vl⊗̊vl,
ρl :=ρq ∗x φl, Ml :=Mq ∗x φl + (vqρq) ∗x φl − vlρl,

which obey (2.2) and (2.3) for a suitable πl. Here φl :=
1
l3φ(

·
l ) is a family of standard radial mollifiers on

R3. Since the mollification does not depend on time, we still have ρl = 1 on [0, Tq]. Since ρl = ρq = 1 on

the interval [0, Tq], we have Ml = vq ∗x φl − vl = 0 on the interval [0, Tq].

In order to bound R̊l and Ml, we use the basic mollification estimate, Lemma A.6 and the fact that

λ
−3/2
q 6 l 6 λ−1

q (by choosing β̃(b− 1) + 3
2α <

1
2 ) to obtain for N ∈ N0

‖vl − vq‖C0 . l‖vq‖C1 . lλqδ
1/2
q . δ

1/2
q+1λ

−α
q , ‖vl‖CN+1 . l−N‖vq‖C1 . δ1/2q λql

−N , (3.3)

‖ρl − ρq‖C0 . l‖ρq‖C1 . lλq δ̃
1/2
q . δ̃

1/2
q+1λ

−α
q , ‖ρl‖CN+1 . l−N‖ρq‖C1 . δ̃1/2q λql

−N , (3.4)

‖R̊l‖CN+α . l−N−α‖R̊q‖C0 + l2−N−α‖vq‖2C1 . l−N−αλ−3α
q δq+1 . δq+1l

−N+α, (3.5)

‖Ml‖CN+α . l−N−α‖Mq‖C0 + l2−N−α‖vq‖C1‖ρq‖C1 . l−N−αλ−3α
q δ

1/2
q+1δ̃

1/2
q+1 . δ

1/2
q+1δ̃

1/2
q+1l

−N+α.
(3.6)

Similarly, we use the same computation as for (3.3) to obtain

∣

∣

∣

∣

ˆ

T3

|vq|2 − |vl|2dx
∣

∣

∣

∣

=

∣

∣

∣

∣

ˆ

T3

|vq|2 ∗ φl − |vl|2dx
∣

∣

∣

∣

.
∥

∥|vq|2 ∗ φl − |vl|2
∥

∥

C0 . l2‖vq‖2C1 . δq+1l
α. (3.7)
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3.2. The gluing procedure. To achieve the regime β+2β̃ < 1 and the Onsager regime up to 1/3, we employ

the gluing technique introduced by Isett in [Ise18]. In Section 3.2.1, we glue together the exact solutions to

the Euler equations similarly to [BDLSV19]. This ensures that the associated error term R̊q is supported

on disjoint temporal intervals. Subsequently, in Section 3.2.2, we glue together the exact solutions of the

transport equations, ensuring that the corresponding error term M q is also localized on pairwise disjoint

temporal intervals. To this end, we define the length of the time intervals as

τq :=
l2αδ̃

1/2
q+1

δ̃
1/2
q λqδ

1/2
q+1

.

Then we define

ti = iτq, Ii = [ti +
τq
3
, ti +

2τq
3

] ∩ [0, 1], Ji = (ti −
τq
3
, ti +

τq
3
) ∩ [0, 1]. (3.8)

3.2.1. Gluing step for (vl, R̊l). The gluing step for the Euler equations in (1.2) is analogous to that in

[BDLSV19], with the exception of the choice of the parameters τq and l. In this section, we will only

utilize the facts that

τq 6
l2α

δ
1/2
q λq

, τqδ
1/2
q+1l

−1−α/2 = (lλq)
3α
2 6 1, (3.9)

which hold by using again that δ̃
1/2
q+1δ̃

−1/2
q 6 δ

1/2
q+1δ

−1/2
q because β 6 β̃. Here we note that the right-hand

side of the first term corresponds to the definition of τq in [BDLSV19]. We will repeat the procedures as in

[BDLSV19] and provide some details of the proof in Appendix B.2.

First, we recall that by (3.3) and (3.9), τq obeys the CFL-like condition:

τq ‖vl‖C1+α . τqδ
1/2
q λql

−α . lα ≪ 1. (3.10)

Therefore, for each i, we can uniquely solve the Euler equations locally on time interval [ti − τq, ti + τq]
with initial datum vl(·, ti) ∈ C1+α:

∂tvi + vi · ∇vi +∇πi = 0,

divvi = 0, (3.11)

vi(·, ti) = vl(·, ti).

Then we aim to establish the estimates on vi, the differences between vi and vl in Hölder space and in the

some negative order spaces. For this purpose we apply the Biot-Savart operator to define

zi = (−∆)−1curl vi, zl = (−∆)−1curl vl.

It follows that divzi = divzl = 0 and curl zi = vi, curl zl = vl.

Then by the same argument as in [BDLSV19, Corollary 3.2. Proposition 3.3, Proposition 3.4] we have

Proposition 3.1. For all t ∈ [ti − τq, ti + τq] and all N ∈ N0

‖vi(t)‖CN+1+α . τ−1
q l−N+α, (3.12)

‖(vi − vl)(t)‖CN+α + τq ‖(∂t + vl · ∇)(vi − vl)(t)‖CN+α . τqδq+1l
−N−1+α , (3.13)

‖(zi − zl)(t)‖CN+α + τq ‖(∂t + vl · ∇)(zi − zl)(t)‖CN+α . τqδq+1l
−N+α . (3.14)
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Here we remark that although the choice of parameters are different from [BDLSV19], all the estimates

can be established analogously by using (3.9). We put the proof in Appendix B.2 for completeness.

Then like the usual gluing step, we introduce the time-dependent cut-off functions {χi}i, which is a

partition of unity in time for [0, 1] with the property that suppχi∩ suppχi+2 = ∅ and moreover forN ∈ N0

suppχi ⊂ [ti −
2τq
3
, ti +

2τq
3

] , χi = 1 on (ti −
τq
3
, ti +

τq
3
),
∥

∥∂Nt χi

∥

∥

C0 . τ−N
q .

The glued stress term can be defined following the same argument as in [BDLSV19, Section 4.2]. We

glue the constructed exact solutions vi together and define

vq(x, t) :=
∑

i

χi(t)vi(x, t) . (3.15)

We note that the glued vector field vq is also divergence-free, as the cutoffs χi only depend on time.

Furthermore, for t ∈ Ji, we have R̊q = 0, and for t ∈ Ii we define

R̊q = ∂tχiR(vi − vi+1)− χi(1 − χi)(vi − vi+1)⊗̊(vi − vi+1) , (3.16)

where we used the inverse divergence operator R introduced in Section A.1. By construction, R̊q is traceless

and symmetric, and we know that (vq, R̊q) solves (2.3) for a suitable πq .

To finish this section, it remains to estimate the glued velocity field and Reynolds stress defined in (3.15)

and (3.16). We define zq := (−∆)−1curl vq . Then the desired estimates are obtained by the same argument

as in [BDLSV19, Proposition 4.2, Proposition 4.3, Proposition 4.4]. We put the details in Appendix B.2.

Proposition 3.2. For N ∈ N0,

‖vq − vl‖CN+α + l−1 ‖zq − zl‖CN+α . τqδq+1l
−1−N+α . δ

1/2
q+1l

−N+α, (3.17)
∣

∣

∣

∣

ˆ

T3

|vq|2 − |vl|2dx
∣

∣

∣

∣

. δq+1l
α , (3.18)

∥

∥

∥R̊q

∥

∥

∥

CN+α
+ τq

∥

∥

∥(∂t + vq · ∇)R̊q

∥

∥

∥

CN+α
. δq+1l

−N+α. (3.19)

In particular, from the bounds (3.3), (3.17) and the choice of parameters in (3.9) we obtain for all N ∈ N0

‖vq‖CN+1 . ‖vq − vl‖CN+1 + ‖vl‖CN+1 . τqδq+1l
−2−N+α + δ1/2q λql

−N . τ−1
q l2α−N . (3.20)

Here the estimate is slightly different from [BDLSV19, (4.7)] due to the the different choice of parameters.

However, the new bound is still suitable for our proof.

3.2.2. Gluing step for (ρl,Ml). Now we glue the exact solutions ρi of the transport equations at the same

times ti defined above, to make sure the glued stress M q is located in disjoint time intervals Ii.

For each i, we solve the following transport equations on [ti − τq, ti + τq]:

∂tρi + vq · ∇ρi = 0,

ρi(·, ti) = ρl(·, ti).
By (3.20) we have

τq ‖vq‖C1+α . lα ≪ 1.

Then using the estimates for the transport equations in Proposition A.7, the bounds in (3.4), (3.20) and

interpolation we have that for all t ∈ [ti − τq, ti + τq] and N > 1

‖ρi(t)‖CN+α . ‖ρl(ti)‖CN+α + τq‖vq‖CN+α ‖ρl‖C1
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. δ̃1/2q λql
1−N−α + τqτ

−1
q δ̃1/2q λql

1−N . δ̃1/2q λql
1−N−α. (3.21)

Moreover, we have the following result.

Proposition 3.3. For t ∈ [ti − τq, ti + τq] and all N > 0,

‖(ρi − ρl)(t)‖CN+α + τq ‖(∂t + vl · ∇)(ρi − ρl)(t)‖CN+α . τqδ
1/2
q+1δ̃

1/2
q+1l

−N−1+α . (3.22)

Proof. It is easy to see that ρl − ρi obeys

∂t(ρl − ρi) + vl · ∇(ρl − ρi) = −(vl − vq) · ∇ρi − divMl (3.23)

with initial condition 0 at t = ti. Then by the estimates (3.6), (3.17), (3.21) and the definition of τq we obtain

for all N > 0 and t ∈ [ti − τq, ti + τq]

‖(∂t + vl · ∇)(ρi − ρl)(t)‖CN+α . ‖vl − vq‖CN+α‖∇ρi‖Cα + ‖vl − vq‖Cα‖∇ρi‖CN+α + ‖Ml‖CN+1+α

. δ̃1/2q λqτqδq+1l
−N−1 + δ

1/2
q+1δ̃

1/2
q+1l

−N−1+α . δ
1/2
q+1δ̃

1/2
q+1l

−N−1+α .

Then by standard estimates for the transport equations in Proposition A.7, it follows immediately that for

t ∈ [ti − τq, ti + τq]

‖(ρi − ρl)(t)‖Cα .

∣

∣

∣

∣

ˆ t

t0

‖(∂t + vl · ∇)(ρi − ρl)(s)‖Cα ds

∣

∣

∣

∣

. τqδ
1/2
q+1δ̃

1/2
q+1l

−1+α,

and for N > 1

‖(ρi − ρl)(t)‖CN+α .

∣

∣

∣

∣

ˆ t

t0

‖(∂t + vl · ∇)(ρi − ρl)‖CN+α + τq‖vl‖CN+α ‖(∂t + vl · ∇)(ρi − ρl)‖C1 ds

∣

∣

∣

∣

. τqδ
1/2
q+1δ̃

1/2
q+1l

−N−1+α + τ2q λqδ
1/2
q l1−N−αδ

1/2
q+1δ̃

1/2
q+1l

−2+α . τqδ
1/2
q+1δ̃

1/2
q+1l

−N−1+α .

�

We also introduce vector potentials using the inverse divergence operator R1 = ∇∆−1. More precisely,

as
´

T3 ρidx =
´

T3 ρldx = 1, defining

yi := ∇∆−1(ρi − 1), yl := ∇∆−1(ρl − 1),

we have

ρi = divyi + 1, ρl = divyl + 1, curl yi = curl yl = 0.

With this notation, now we need to estimate yl− yi in some Hölder spaces. To achieve this, first we establish

the following analytic identities, which can be used to derive the equation for yl− yi by applying R1 on both

sides of (3.23). This also allows us to utilize the basic estimates for transport equations in Appendix A.7 in

this context.

Lemma 3.4. For any smooth vector fields z, v : R3 → R3 satisfying divv = 0, and smooth function

ρ : R3 → R, we have

(curl z) · ∇ρ = div(z ×∇ρ),
v · ∇(divz) = div(v · ∇z − z · ∇v),

curl (v · ∇z) = −div((z ×∇)v) + v · ∇(curl z).

The proof of this Lemma is provided in Appendix B.2. Then we have the following result.

Proposition 3.5. For t ∈ [ti − τq, ti + τq], and all N > 0

‖(yi − yl)(t)‖CN+α + τq ‖(∂t + vl · ∇)(yi − yl)(t)‖CN+α . τqδ
1/2
q+1δ̃

1/2
q+1l

−N+α. (3.24)
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Proof. By lemma 3.4, we use the fact that divvl = 0 to deduce

(vl − vq) · ∇ρi = div
(

(zl − zq)×∇ρi
)

,

vl · ∇(ρl − ρi) = div
(

vl · ∇(yl − yi)− (yl − yi) · ∇vl
)

.

Consequently, from (3.23) one deduces that

div
(

∂t(yl − yi) + vl · ∇(yl − yi)
)

= div
(

(yl − yi) · ∇vl − (zl − zq)×∇ρi −Ml

)

.

Taking gradient on both side of the above equation, and using the identity ∇div = ∆+ curl curl we obtain

∆
(

∂t(yl − yi) + vl · ∇(yl − yi)
)

= ∇div
(

(yl − yi) · ∇vl − (zl − zq)×∇ρi −Ml

)

− curl curl
(

∂t(yl − yi) + vl · ∇(yl − yi)
)

.

Since curl yl = curl yi = 0, divvl = 0, by Lemma 3.4 we have

curl
(

vl · ∇(yl − yi)
)

= −div
(

((yl − yi)×∇)vl

)

,

which implies that

∂t(yl − yi) + vl · ∇(yl − yi) = ∆−1∇div
(

(yl − yi) · ∇vl − (zl − zq)×∇ρi −Ml

)

+∆−1curl div
(

((yl − yi)×∇)vl

)

.

As a result, for N ∈ N0

‖(∂t + vl · ∇)(yi − yl)‖CN+α . ‖yl − yi‖Cα‖∇vl‖CN+α + ‖yl − yi‖CN+α‖∇vl‖Cα

+ ‖zl − zq‖CN+α‖∇ρi‖Cα + ‖zl − zq‖Cα‖∇ρi‖CN+α + ‖Ml‖CN+α.

Then together with the estimates of vl,Ml, zl − zq and ρi in (3.3), (3.6), (3.17), and (3.21) respectively

we deduce that

‖(∂t + vl · ∇)(yi − yl)‖Cα . δ1/2q λql
−α‖yi − yl‖Cα + δ̃1/2q λqτqδq+1 + δ

1/2
q+1δ̃

1/2
q+1l

α

. δ1/2q λql
−α‖yi − yl‖Cα + δ

1/2
q+1δ̃

1/2
q+1l

α.

Using (3.10) and Proposition A.7 we obtain for t ∈ [ti − τq, ti + τq]

‖(yi − yl)(t)‖Cα . |t− ti|δ1/2q+1δ̃
1/2
q+1l

α +

∣

∣

∣

∣

ˆ t

ti

δ1/2q λql
−α‖(yi − yl)(s)‖Cαds

∣

∣

∣

∣

,

which by Gronwall’s inequality implies that for t ∈ [ti − τq, ti + τq]

‖(yi − yl)(t)‖Cα + τq ‖(∂t + vl · ∇)(yi − yl)(t)‖Cα . τqδ
1/2
q+1δ̃

1/2
q+1l

α.

Finally, commuting the derivatives inN+α,N > 0 with ∂t+vl ·∇ as in the proof of [BDLSV19, Proposition

3.4] we obtain for t ∈ [ti − τq, ti + τq]

‖(yi − yl)(t)‖CN+α + τq ‖(∂t + vl · ∇)(yi − yl)(t)‖CN+α . τqδ
1/2
q+1δ̃

1/2
q+1l

−N+α.

�
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As before, we glue the constructed ρi together using the same time-dependent cut-off functions χi:

ρq(x, t) :=
∑

i

χi(t)ρi(x, t), (3.25)

which inherits the identity
´

T3 ρqdx = 1 from ρi. Moreover, we denote

iq := max{i : ti < Tq}, (3.26)

where we recall that ti = iτq and Tq is defined in (2.4). For any i 6 iq, ρl(ti) = 1, which implies that

ρi(t) = 1 on the interval [ti− τq, ti+ τq] by solving the transport equation and using the fact that divvq = 0.

By the definition of the gluing solution, we know that ρq(t) = 1 on [0, Tq − τq] ⊂ [0, tiq ].

By the definition of the cutoff functions, on every Ji interval we have ρq = ρi, so (vq, ρq) is an exact

solution of the transport equations (2.2). On the other hand, on every interval Ii we have

ρq = χiρi + (1− χi)ρi+1,

which leads to

∂tρq + div(vqρq) = ∂tχi(ρi − ρi+1).

So for all t ∈ Ii we define

Mq = −∂tχi(yi − yi+1), (3.27)

which together with (3.16) implies that (vq, ρq, R̊q,M q) solves (2.2)-(2.3) on T3 × [0, 1]. Since ρi = 1 on

[ti−τq, ti+τq] for any i 6 iq, we obtain yi = 0 on these intervals. Then we have supp(Mq) ⊂ T3×∪i>iqIi.

Now we have the following estimates on the glued solution and stress term.

Proposition 3.6. For N ∈ N0, we have
∥

∥ρq − ρl
∥

∥

CN+α
. τqδ

1/2
q+1δ̃

1/2
q+1l

−1−N+α . δ̃
1/2
q+1l

−N+α, (3.28)
∥

∥ρq
∥

∥

CN+1 . δ̃1/2q λql
−N , (3.29)

∥

∥M q

∥

∥

CN+α + τq
∥

∥(∂t + vq · ∇)M q

∥

∥

CN+α . δ
1/2
q+1δ̃

1/2
q+1l

−N+α. (3.30)

Proof. By (3.4), (3.22) and the fact that τqδ
1/2
q+1l

−1 6 1 in (3.9), we obtain for all N > 0
∥

∥ρq − ρl
∥

∥

CN+α
.
∑

i

χi ‖ρi − ρl‖CN+α . τqδ
1/2
q+1δ̃

1/2
q+1l

−1−N+α . δ̃
1/2
q+1l

−N+α,

∥

∥ρq
∥

∥

CN+1 .
∥

∥ρq − ρl
∥

∥

CN+1 + ‖ρl‖CN+1 . τqδ
1/2
q+1δ̃

1/2
q+1l

−2−N+α + δ̃1/2q λql
−N

. ((lλq)
3α + 1)δ̃1/2q λql

−N . δ̃1/2q λql
−N .

On the other hand, for the glued stressM q, by (3.27), the property of the cut-off functions and the estimate

in (3.24) we have for t ∈ Ii,
∥

∥M q(t)
∥

∥

CN+α . ‖∂tχi‖C0
t
‖(yi − yi+1)(t)‖CN+α . τ−1

q τqδ
1/2
q+1δ̃

1/2
q+1l

−N+α . δ
1/2
q+1δ̃

1/2
q+1l

−N+α.

Next we have for t ∈ Ii,

(∂t + vl · ∇)M q = −∂2t χi(yi − yi+1)− ∂tχi(∂t + vl · ∇)(yi − yi+1),

which by (3.24) and the property of the cut-off functions implies that
∥

∥(∂t + vl · ∇)M q(t)
∥

∥

CN+α . τ−2
q τqδ

1/2
q+1δ̃

1/2
q+1l

−N+α + τ−1
q δ

1/2
q+1δ̃

1/2
q+1l

−N+α . τ−1
q δ

1/2
q+1δ̃

1/2
q+1l

−N+α.
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Then using the fact that δ
1/2
q+1τql

−1 6 1 in (3.9) and (3.17) we deduce that

∥

∥(∂t + vq · ∇)M q

∥

∥

CN+α .
∥

∥(∂t + vl · ∇)M q

∥

∥

CN+α +
∥

∥(vq − vl) · ∇M q

∥

∥

CN+α

.
∥

∥(∂t + vl · ∇)M q

∥

∥

CN+α + ‖vq − vl‖CN+α

∥

∥∇M q

∥

∥

Cα + ‖vq − vl‖Cα

∥

∥∇M q

∥

∥

CN+α

. τ−1
q δ

1/2
q+1δ̃

1/2
q+1l

−N+α + τqδ
3/2
q+1δ̃

1/2
q+1l

−N−2+2α . τ−1
q δ

1/2
q+1δ̃

1/2
q+1l

−N+α.

�

3.3. The perturbation procedure. To proceed the procedure, inspired by Isett’s work [Ise18], we proceed

with the construction of the perturbation (wq+1+wq+1, θq+1), where the support of (wq+1, θq+1) and that of

wq+1 are disjoint. This can be achieved by choosing building blocks being disjoint, as detailed in Appendix

B.1. Here the perturbation (wq+1, θq+1) is used to cancel the low frequency part of the stress term M q.

However, it brings a new term wq+1 ⊗ wq+1 into the Euler equation. On the way, the perturbation wq+1 is

used to cancel the stress term R̊q and the low frequency part fromwq+1⊗wq+1. To achieve this, we need the

the Mikado flows recalled in Appendix B.1. Then we define the perturbation (wq+1, θq+1) in Section 3.3.1

and define the perturbation wq+1 in Section 3.3.2. The corresponding estimates are shown in Section 3.3.3.

3.3.1. The construction of the perturbation (wq+1, θq+1). In this section, we aim to construct the perturba-

tion (wq+1, θq+1), which is used to cancel the stress term Mq . Recall that Mq has support in T3 × ∪i>iqIi,
where Ii is defined in (3.8) and iq is defined in (3.26). Then we define a family of smooth temporal cut-off

functions {ηi}i>iq with the following properties:

(1) 0 6 ηi 6 1, ηi ≡ 1 on Ii , supp(ηi) ⊂ (ti +
1
6τq, ti +

5
6τq),

(2) ‖∂nt ηi‖Ct
. τ−n

q , for all n > 0.

Since ηi ≡ 1 on Ii, ηiηj ≡ 0 for i 6= j, and supp(M q) ⊂ T3 × ∪i>iqIi, we have that

∑

i

η2iMq =Mq . (3.31)

Then we define the flow maps Φi for the velocity field vq as the solution of the transport equation

(∂t + vq · ∇)Φi = 0 , (3.32)

Φi (x, ti) = x,

for all t ∈ (ti − τq
3 , ti +

4τq
3 ). In the following we use the notation Dt,q = ∂t + vq · ∇x.

We have the following estimates for the flow maps.

Proposition 3.7. For all t ∈ (ti − τq
3 , ti +

4τq
3 ) and N > 0, we have

‖∇Φi(t)− Id‖C0 . lα, (3.33)
∥

∥(∇Φi)
−1(t)

∥

∥

CN + ‖∇Φi(t)‖CN . l−N , (3.34)
∥

∥Dt,q(∇Φi)
−1(t)

∥

∥

CN + ‖Dt,q∇Φi(t)‖CN . τ−1
q l−N . (3.35)

The proof of this Proposition is given in Appendix B.3.

Next for t ∈ supp(ηi) we define the vector field

Mq,i(t) = ∇Φi(t)
(

(
3

4
, 0, 0)T +

Mq(t)

δ
1/2
q+1δ̃

1/2
q+1l

α/2

)

. (3.36)
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Remark 3.8. Here we introduce additional translation in the definition of Mq,i, which on an one hand

ensures that Mq,i remains in the annulus B1(0)\B 1
2
(0) such that Lemma B.1 is applicable. On the other

hand, this translation also guarantees that the supplementary term in (3.44) below maintains divergence-free

as the cut-offs ηi are only functions of t.

Furthermore, using the estimates on M q,∇Φi in (3.30) and (3.33) respectively, we deduce that for t ∈
supp(ηi)

∥

∥

∥

∥

Mq,i(t)− (
3

4
, 0, 0)T

∥

∥

∥

∥

C0

. ‖∇Φi − Id‖C0 +

∥

∥∇ΦiM q

∥

∥

C0

δ
1/2
q+1δ̃

1/2
q+1l

α/2
. lα/2 6

1

4
, (3.37)

where we choose a large enough to absorb the universal constant.

Thus, due to (3.37), for ξ ∈ Λ1 ∪ Λ2, we have 1
2 6 |Mq,i| 6 1, then we apply Lemma B.1 and define the

amplitude functions

A(ξ,i) = lα/4δ
1/2
q+1ηi Γ

1/2
ξ (Mq,i), Ã(ξ,i) = lα/4δ̃

1/2
q+1ηi Γ

1/2
ξ (Mq,i), (3.38)

where Γξ are the functions from Lemma B.1. In particular, by the definition of the cut-off functions and iq
in (3.26), we have ηi = 0 on [0, Tq − τq]. Hence it follows that Ã(ξ,i) = 0 on [0, Tq − τq].

Then we have the following estimates on the amplitude functions.

Proposition 3.9. For ξ ∈ Λ, i = 1, 2 and N ∈ N0, we have
∥

∥A(ξ,i)

∥

∥

CN + τq
∥

∥Dt,qA(ξ,i)

∥

∥

CN . δ
1/2
q+1l

α/4−N , (3.39)
∥

∥

∥Ã(ξ,i)

∥

∥

∥

CN
+ τq

∥

∥

∥Dt,qÃ(ξ,i)

∥

∥

∥

CN
. δ̃

1/2
q+1l

α/4−N . (3.40)

The proof of this Proposition is given in Appendix B.3.

Now we proceed with the construction of the principle part of (wq+1, θq+1). To this end, we employ the

Mikado flows which are defined as in Appendix B.1 with λ = λq+1, i.e.

W(ξ)(x) =Wξ,λq+1 (x), Θ(ξ)(x) = Θξ,λq+1(x) .

Here for two index sets Λ1,Λ2 as in Lemma B.1, we use the notation Λi = Λ1 for i odd, and Λi = Λ2 for i
even. With this notation, we now use the amplitudes defined in (3.38) to define the principal part as

w
(p)
q+1(x, t) =

∑

i

∑

ξ∈Λi

A(ξ,i)(x, t)(∇Φi(x, t))
−1W(ξ)(Φi(x, t)) , (3.41)

θ
(p)
q+1(x, t) =

∑

i

∑

ξ∈Λi

Ã(ξ,i)(x, t)Θ(ξ)(Φi(x, t)) . (3.42)

We then remark that the vector field Ui,ξ = (∇Φi)
−1W(ξ)(Φi) satisfies the following Lie-advection identity:

Dt,qUi,ξ = (Ui,ξ · ∇)vq = (∇vq)TUi,ξ . (3.43)

Using (B.2), (B.4), the identity (3.31), and the fact that the ηi have mutually disjoint supports, we obtain

w
(p)
q+1θ

(p)
q+1 =

∑

i

∑

ξ∈Λi

A(ξ,i)Ã(ξ,i)(∇Φi)
−1(W(ξ)(Φi))(Θ(ξ)(Φi))

=
∑

i

lα/2δ
1/2
q+1δ̃

1/2
q+1η

2
i (∇Φi)

−1
∑

ξ∈Λi

Γξ(Mq,i)
(

(W(ξ)Θ(ξ))(Φi)
)

=
∑

i

lα/2δ
1/2
q+1δ̃

1/2
q+1η

2
i (∇Φi)

−1Mq,i +
∑

i

∑

ξ∈Λi

A(ξ,i)Ã(ξ,i)(∇Φi)
−1
((

P 6=0(W(ξ)Θ(ξ))
)

(Φi)
)
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=
∑

i

lα/2δ
1/2
q+1δ̃

1/2
q+1η

2
i (
3

4
, 0, 0)T +M q +

∑

i

∑

ξ∈Λi

A(ξ,i)Ã(ξ,i)(∇Φi)
−1
(

(P
>

λq+1
2

(W(ξ)Θ(ξ)))(Φi)
)

,

(3.44)

where we recall the notation P 6=0f(x) = f(x)−
ffl

T3 f(y)dy. For the last term we used the fact thatW(ξ)Θ(ξ)

is (T/λq+1)
3-periodic. Here we remark that the divergence of the first term in the last identity is zero since

the cut-off functions ηi only depend on t.

To define the incompressibility corrector, we note that

(∇Φi)
−1(W(ξ)(Φi)) = curl

(

(∇Φi)
TV(ξ)(Φi)

)

.

Then we define

w
(c)
q+1(x, t) =

∑

i

∑

ξ∈Λi

∇A(ξ,i)(x, t)×
(

(∇Φi(x, t))
T V(ξ)(Φi(x, t))

)

, (3.45)

and the total velocity increment wq+1 as

wq+1 := w
(p)
q+1 + w

(c)
q+1 = curl

(

∑

i

∑

ξ∈Λi

A(ξ,i) (∇Φi)
T (V(ξ)(Φi))

)

, (3.46)

which is automatically incompressible. In particular, by definition we have suppwq+1 ⊂ ∪i supp(ηi) ⊂
∪i(ti +

1
6τq, ti +

5
6τq).

We recall that the perturbation θq+1 needs to be mean-zero, so we define the corresponding corrected

perturbation

θ
(c)
q+1 : = −P0θ

(p)
q+1, and θq+1 := θ

(p)
q+1 + θ

(c)
q+1.

Then since Ã(ξ,i) = 0 on [0, Tq − τq], by definition we know θq+1 = 0 on [0, Tq − τq].

3.3.2. The construction of the perturbation wq+1. In this section, we construct the new perturbation wq+1

which is used to cancel the stress term R̊q and the low frequency part from wq+1 ⊗ wq+1. We first note that

the support of R̊q is located in T3 × ∪iIi, where Ii is defined in (3.8) and the support of wq+1 is located

in ∪i(ti +
1
6τq, ti +

5
6τq). Then we define a family of smooth cutoff functions {ηi}i>0 with the following

properties:

(1) 0 6 ηi 6 1, ηi ≡ 1, on T3 × (ti +
1
6τq, ti +

5
6τq) , supp(ηi) ⊂ T3 × (ti − τq

3 , ti +
4τq
3 ),

(2) ηi ηj ≡ 0 for every i 6= j,
(3) for all t ∈ [0, 1],

cη 6
∑

i

ˆ

T3

η2i (x, t)dx, (3.47)

where cη > 0 is a universal constant,

(4) ‖∂nt ηi‖Cm . τ−n
q , for all n,m > 0.

In contrast to [BDLSV19, Lemma 5.3], our construction requires the cutoff function to satisfy ηi ≡ 1 over

an extended domain to ensure that the support covers not only the support of R̊q, but also that of wq+1. The

existence of such cut-off functions follows by using the following domains:

Oi = {(x, t) : ti +
τq
12

(sin(2πx1) +
1

2
) 6 t 6 ti+1 +

τq
12

(sin(2πx1)−
1

2
)}.

Then the desired cut-off functions are defined as

ηi := 1Oi
∗t ϕǫ0τq ∗x φǫ0 ,
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where φǫ0 := 1
ǫd0
φ( ·

ǫ0
) is a family of standard mollifiers on R3, and ϕǫ0τq := 1

ǫ0τq
ϕ( ·

ǫ0τq
) is a family of

standard mollifiers with support in (0, 1). Then by choosing ǫ0 > 0 small enough, the desired conclusions

hold by a similar argument as in [BDLSV19, Lemma 5.3].

Before defining the second amplitude function, we define the low frequency of the product w
(p)
q+1 ⊗ w

(p)
q+1

by

R(1)
q :=

∑

i

∑

ξ∈Λi

A2
(ξ,i)(∇Φi)

−1 ξ ⊗ ξ (∇Φi)
−T .

In fact, by the fact that the building blocks have mutually disjoint support (B.2), the fact that the ηi have

mutually disjoint supports, and (B.3) we have

w
(p)
q+1 ⊗ w

(p)
q+1 −R(1)

q =
∑

i

∑

ξ∈Λi

A2
(ξ,i)(∇Φi)

−1
(

(

P 6=0(W(ξ) ⊗W(ξ))
)

(Φi)
)

(∇Φi)
−T . (3.48)

By the Leibniz rule, the fact that ηi have disjoint supports, the estimate for A(ξ,i) in (3.39) and the estimates

for ∇Φi in (3.34), (3.35), we have for N > 0
∥

∥

∥R(1)
q

∥

∥

∥

CN
+ τq

∥

∥

∥Dt,qR
(1)
q

∥

∥

∥

CN
. δq+1l

α/2−N . (3.49)

To prescribe the energy profile, we define the energy gap

Υq(t) :=
1

3

(

e(t)− δq+2

2
− ‖vq(t)‖2L2 −

ˆ

T3

trR(1)
q (t, x)dx

)

, (3.50)

and then by (3.47) we decompose Υq by

Υq,i(t, x) :=
η2i (t, x)

∑

j

´

T3 η
2
j(t, y)dy

Υq(t). (3.51)

From the construction, it follows that
∑

i

´

T3 Υq,idx = Υq for all t ∈ [0, 1].

Proposition 3.10. For any t ∈ [0, 1] and N > 0 we have

δq+1

6λ
α/3
q

6 Υq(t) 6 δq+1, Υq,i(t) 6
δq+1

cη
, (3.52)

‖Υq,i‖CN + τq‖∂tΥq,i‖CN . δq+1. (3.53)

Proof. First, by the estimate for the energy gaps in (2.9), (3.7), (3.18) and the bound in (3.49) we have for

some C > 0

δq+1

2λ
α/3
q

6
δq+1

λ
α/3
q

− δq+2

2
− Cδq+1l

α/2 6 3Υq(t)

= e(t)− ‖vq(t)‖2L2 − δq+2

2
−
ˆ

T3

trR(1)
q (t, x)dx

+
[

‖vq(t)‖2L2 − ‖vl(t)‖2L2

]

+
[

‖vl(t)‖2L2 − ‖vq(t)‖2L2

]

6 δq+1 + Cδq+1l
α/2 6 2δq+1,

where we choose 0 < α < 6βb(b − 1) small enough to deduce that δq+2 6 1
2δq+1λ

−α/3
q . We also used

lλq ≪ 1 and choose a large enough to absorb the universal constant. Then together with the definition of the

cut-off functions, we obtain the second inequality in (3.52).
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By the properties of the cutoff functions and (3.52), the bound for the first term in (3.53) follows. Now

we derive the time regularity of Υq,i. Since (vq, R̊q) obeys (2.3), by the basic energy estimate, the bounds in

(3.19) and (3.20) we have for t ∈ [0, 1]

∣

∣∂t‖vq(t)‖2L2

∣

∣ .

∣

∣

∣

∣

ˆ

Td

R̊q(t, x) · ∇vq(t, x)dx
∣

∣

∣

∣

. δq+1τ
−1
q lα.

Since
´

T3 vq · ∇R(1)
q (t, x)dx = 0, by (3.19) we have for t ∈ [0, 1]

∣

∣

∣

∣

ˆ

T3

tr∂tR
(1)
q (t, x)dx

∣

∣

∣

∣

=

∣

∣

∣

∣

ˆ

T3

trDt,qR
(1)
q (t, x)dx

∣

∣

∣

∣

. ‖Dt,qR
(1)
q ‖C0 . τ−1

q δq+1l
α,

which implies that

‖∂tΥq‖C0
t
. |e′(t)|+

∣

∣∂t‖vq(t)‖2L2

∣

∣+

∣

∣

∣

∣

ˆ

T3

tr∂tR
(1)
q (t, x)dx

∣

∣

∣

∣

. τ−1
q δq+1l

α, (3.54)

where we used that |e′(t)| 6 1 and choose a large enough. Then by the Leibniz rule and the properties of the

cutoff functions it is easy to see that ‖∂t[ η2
i (t,x)∑

j

´

T3
η2
j
(t,y)dy

]‖CN . τ−1
q . Thus, the bound for the second term

in (3.53) follows by applying the Leibniz rule again. �

Since ηi ≡ 1 on T3 × (ti +
1
6τq, ti +

5
6 τq), ηiηj ≡ 0 for i 6= j, and since supp(R̊q), suppR

(1)
q ⊂

T3 × ∪i(ti +
1
6τq, ti +

5
6τq), we have that

∑

i

η2i R̊q = R̊q ,
∑

i

η2iR
(1)
q = R(1)

q . (3.55)

Now we define the symmetric tensor

Rq,i = ∇Φi

(

Id − η2i (R̊q + R̊
(1)
q )

Υq,i

)

∇ΦT
i = ∇Φi

(

Id −
∑

j

´

T3 η
2
j(t, y)dy

Υq(t)
(R̊q + R̊(1)

q )
)

∇ΦT
i (3.56)

for all (x, t) ∈ supp(ηi). Here R̊
(1)
q means the trace-free part of R

(1)
q . By the bounds in (3.19), (3.33), (3.49)

and (3.52), we have that on supp(ηi)

‖Rq,i(t)− Id‖C0 . ‖∇Φi∇ΦT
i − Id‖C0 + ‖∇Φi

∑

j

´

T3 η
2
j(t, y)dy

Υq(t)
(R̊q + R̊(1)

q )∇ΦT
i ‖C0

. lα/2λα/3q 6 1/2 ,

where we used the fact that lλq ≪ 1, and choose a large enough to absorb the universal constant.

One last important property of the stress Rq,i is obtained by recalling (3.55)

∑

i

Υq,i(∇Φi)
−1Rq,i(∇Φi)

−T =
∑

i

Υq,iId − R̊q − R̊(1)
q . (3.57)

Thus, since Rq,i obeys the conditions of Lemma B.2 on supp(ηi), for ξ ∈ Λ
1 ∪ Λ

2
, we can define the

amplitude functions as

a(ξ,i) = Υ
1/2
q,i γξ(Rq,i), (3.58)

where the γξ are the functions from Lemma B.2.

Then we have the following estimates for the amplitude functions a(ξ,i).
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Proposition 3.11. For ξ ∈ Λ
1 ∪ Λ

2
, i = 1, 2 and N ∈ N0, we have

∥

∥a(ξ,i)
∥

∥

CN + τq
∥

∥Dt,qa(ξ,i)
∥

∥

CN . δ
1/2
q+1l

−N . (3.59)

We put the proof of this proposition in Appendix B.3.

Now we define the principle part of the perturbation wq+1. We shall use the index sets Λ
1
,Λ

2
from

Lemma B.2. We use the notation Λ
i
= Λ

1
for i odd, and Λ

i
= Λ

2
for i even. We use the amplitude functions

a(ξ,i) in (3.58) to define

w
(p)
q+1(x, t) =

∑

i

∑

ξ∈Λ
i

a(ξ,i)(x, t)(∇Φi(x, t))
−1W(ξ)(Φi(x, t)) . (3.60)

Using (B.2), (B.4), (3.57), (3.48) above and the fact that the ηi have mutually disjoint supports, we obtain

(w
(p)
q+1 + w

(p)
q+1)⊗ (w

(p)
q+1 + w

(p)
q+1) + R̊q = w

(p)
q+1 ⊗ w

(p)
q+1 + w

(p)
q+1 ⊗ w

(p)
q+1 + R̊q

=
∑

i

∑

ξ∈Λ
i

a2(ξ,i)(∇Φi)
−1
(

(W(ξ)(Φi))⊗ (W(ξ)(Φi))
)

(∇Φi)
−T + w

(p)
q+1 ⊗ w

(p)
q+1 + R̊q

=
∑

i

Υq,i(∇Φi)
−1
∑

ξ∈Λ
i

γ2ξ (Rq,i)
(

(W(ξ) ⊗W(ξ))(Φi)
)

(∇Φi)
−T + w

(p)
q+1 ⊗ w

(p)
q+1 + R̊q

=
∑

i

Υq,i(∇Φi)
−1Rq,i(∇Φi)

−T + w
(p)
q+1 ⊗ w

(p)
q+1 + R̊q

+
∑

i

∑

ξ∈Λ
i

a2(ξ,i)(∇Φi)
−1
(

(

P 6=0(W(ξ) ⊗W(ξ))
)

(Φi)
)

(∇Φi)
−T

=
∑

i

Υq,iId +
1

3
trR(1)

q Id +
∑

i

∑

ξ∈Λi

A2
(ξ,i)(∇Φi)

−1
(

(

P 6=0(W(ξ) ⊗W(ξ))
)

(Φi)
)

(∇Φi)
−T

+
∑

i

∑

ξ∈Λ
i

a2(ξ,i)(∇Φi)
−1
(

(

P 6=0(W(ξ) ⊗W(ξ))
)

(Φi)
)

(∇Φi)
−T . (3.61)

Similar to (3.45), we define the incompressibility corrector

w
(c)
q+1(x, t) =

∑

i

∑

ξ∈Λ
i

∇a(ξ,i)(x, t)×
(

(∇Φi(x, t))
T (V(ξ)(Φi(x, t))

)

. (3.62)

Then the total velocity increment wq+1 is defined as

wq+1 = w
(p)
q+1 + w

(c)
q+1 = curl

(

∑

i

∑

ξ∈Λ
i

a(ξ,i) (∇Φi)
T (V(ξ)(Φi))

)

, (3.63)

which is automatically incompressible. Finally we define

vq+1 = vq + wq+1 + wq+1, ρq+1 = ρq + θq+1. (3.64)

Moreover, recalling the fact that τq 6 λ−1
q δ

−1/2
q 6 δ̃

1/2
q+1 due to β̃b+ β < 1, we have θq+1 = ρq − 1 = 0

on [0, Tq+1] ⊂ [0, Tq − τq], hence ρq+1 = 1 on [0, Tq+1] ⊂ [0, Tq − τq]. Moreover, it is easy to see that θq+1

is mean-zero. Consequently, we have
´

ρq+1dx =
´

ρqdx = 1.

To conclude this section, we note that

wq+1θ
(p)
q+1 = 0, (3.65)
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since the building blocks have disjoint supports.

3.3.3. Estimate of perturbations. In this section we establish the desired estimates on the perturbations and

derive the estimates (2.5), (2.6) and (2.10) at the level of q + 1.

First we estimate the principle part of the perturbations w
(p)
q+1, θ

(p)
q+1 and w

(p)
q+1 as defined in (3.41), (3.42)

and (3.60) respectively. From the estimates for ∇Φi, A(ξ,i) and Ã(ξ,i) given in (3.33), (3.39), the estimates

for the building blocks in (B.5), and (3.40) respectively, and the fact that the ηi have disjoint supports we

have for some M > 1
∥

∥

∥
w

(p)
q+1

∥

∥

∥

C0
.
∑

i

∑

ξ∈Λi

‖A(ξ,i)(∇Φi)
−1W(ξ)(Φi)‖C0 6

M

8
δ
1/2
q+1, (3.66)

‖θq+1‖C0 . ‖θ(p)q+1‖C0 .
∑

i

∑

ξ∈Λi

‖Ã(ξ,i)Θ(ξ)(Φi)‖C0 . δ̃
1/2
q+1l

α/4 6
1

2
δ
1/2
q+1, (3.67)

where in the last inequality we choose a large enough to absorb the universal constant. Here and in the fol-

lowing the sum overi is finite, since by definition the amplitude functions have disjoint supports for different

i.

When considering the C1-norm, from the bounds for ∇Φi, A(ξ,i), and Ã(ξ,i) in (3.34), (3.39), (3.40)

respectively, from (B.5) we lose a factor l−1 from the gradient, and lose a factor λq+1 from the gradient of

W(ξ), i.e.
∥

∥

∥
w

(p)
q+1

∥

∥

∥

C1
6
∑

i

∑

ξ∈Λi

‖A(ξ,i)(∇Φi)
−1W(ξ)(Φi)‖C1 . δ

1/2
q+1(λq+1 + l−1) 6

M

8
δ
1/2
q+1λq+1,

‖θq+1‖C1 . ‖θ(p)q+1‖C1 .
∑

i

∑

ξ∈Λi

‖Ã(ξ,i)Θ(ξ)(Φi)‖C1 . δ̃
1/2
q+1l

α/4(λq+1 + l−1) 6
1

2
δ
1/2
q+1λq+1, (3.68)

where we used that by choosing α > 0 small enough

l−1

λq+1
=
δ̃
1/2
q λ

1+ 3α
2

q

δ̃
1/2
q+1λq+1

=
λ
1−β̃+ 3α

2
q

λ1−β̃
q+1

6 λ
3α
2 −(b−1)(1−β̃)

q 6 λ
− (b−1)(1−β̃)

2
q ≪ 1 . (3.69)

We also choose a large enough to absorb the universal constant in the last inequality.

Then we note that the definition of the perturbationw
(p)
q+1 is similar to that of w

(p)
q+1 by replacing Λi, A(ξ,i)

by Λ
i
, a(ξ,i) respectively. Then by the estimate of a(ξ,i) in (3.59) and a similar calculation we have for

j = 0, 1
∥

∥

∥w
(p)
q+1

∥

∥

∥

Cj
6
M

8
δ
1/2
q+1λ

j
q+1. (3.70)

For the incompressibility correctors w
(c)
q+1 and w

(c)
q+1 defined in (3.45) and (3.62) respectively, we see that

from the estimates for ∇Φi,A(ξ,i) and V(ξ) in (3.34), (3.39) and (B.5) respectively, we obtain that for j = 0, 1
and M > 1
∥

∥

∥w
(c)
q+1

∥

∥

∥

Cj
.
∑

i

∑

ξ∈Λi

∥

∥∇A(ξ,i) ×
(

(∇Φi)
T (V(ξ)(Φi)

)∥

∥

Cj . δ
1/2
q+1

l−1

λq+1
(λq+1 + l−1)j 6

M

8
δ
1/2
q+1λ

j
q+1,

where we used (3.69). Similarly,
∥

∥

∥
w

(c)
q+1

∥

∥

∥

Cj
. δ

1/2
q+1

l−1

λq+1
(λq+1 + l−1)j 6

M

8
δ
1/2
q+1λ

j
q+1. (3.71)
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Combining all the bounds above, together with (3.3), (3.17), (3.20) we have that

‖vq+1 − vq‖C0 6 ‖wq+1 + wq+1‖C0 + ‖vq − vl‖C0 + ‖vl − vq‖C0 6
M

2
δ
1/2
q+1 +M ′δ

1/2
q+1λ

−α
q 6Mδ

1/2
q+1,

‖vq+1‖C1 6 ‖wq+1 + wq+1‖C1 + ‖vq‖C1 6
M

2
δ
1/2
q+1λq+1 +M ′τ−1

q l2α 6Mδ
1/2
q+1λq+1,

where M ′ is a universal constant and we note that by choosing a large enough, we have

τql
−2αδ

1/2
q+1λq+1 = λ(b−1)(1−β̃)

q ≫ 1.

We also choose a large enough to absorb the constant. Then (2.6) and (2.10) are satisfied for vq+1, and,

moreover, the bound (2.5) holds for vq+1.

By combining the above estimates with (3.4), (3.28) and (3.29), we deduce that

‖ρq+1 − ρq‖C0 6 ‖θq+1‖C0 +
∥

∥ρq − ρl
∥

∥

C0 + ‖ρl − ρq‖C0 6
1

2
δ̃
1/2
q+1 +M ′δ̃

1/2
q+1λ

−α
q 6 δ̃

1/2
q+1,

‖ρq+1‖C1 6 ‖θq+1‖C1 +
∥

∥ρq
∥

∥

C1 6
1

2
δ̃
1/2
q+1λq+1 +M ′δ̃1/2q λq 6 δ̃

1/2
q+1λq+1,

whereM ′ is a universal constant and we choose a large enough to absorb the constant. Then (2.6) and (2.10)

are satisfied for ρq+1, and, moreover, the bound (2.5) holds for ρq+1.

3.4. The estimate of the stress terms (Mq+1, R̊q+1). In this section we aim to establish the desired es-

timates on the stress terms. We recall that the stress term M q in the transport equation is canceled by the

perturbation (wq+1, θq+1), while it brings a new term wq+1 ⊗ wq+1 into the Euler equations. Then the per-

turbation wq+1 is used to cancel the stress term R̊q and the low frequency part from wq+1 ⊗ wq+1. This

procedure together with the definition of new stress terms Mq+1 and R̊q+1is stated in Section 3.4.1. Then

we establish the desired estimates in Section 3.4.2 and 3.4.3 for Mq+1 and R̊q+1 respectively.

3.4.1. The definition of stress terms Mq+1 and R̊q+1. In order to define Mq+1, we notice that (vq, ρq,Mq)
obeys the transport equation (2.2). Using the definition of the perturbation (vq+1, ρq+1), along with the fact

that

div((wq+1 + wq+1)θ
(c)
q+1) = θ

(c)
q+1div(wq+1 + wq+1) = 0,

and (3.65), we have that

−divMq+1 = Dt,qθq+1 + div((wq+1 + wq+1)θq+1 −M q) + (wq+1 + wq+1) · ∇ρq
= Dt,qθq+1 + div(wq+1θ

(p)
q+1 −M q) + (wq+1 + wq+1) · ∇ρq.

Using the inverse divergence operator R1 introduced in Section A.1, and (3.44) we define the transport error,

Nash error and oscillation error respectively as

Mtr : = R1(Dt,qθq+1), MNash := R1((wq+1 + wq+1) · ∇ρq),

Mosc : =
∑

i

∑

ξ∈Λi

R1div
(

A(ξ,i)Ã(ξ,i)(∇Φi)
−1
(

(P
>

λq+1
2

(W(ξ)Θ(ξ)))(Φi)
))

+ w
(c)
q+1θ

(p)
q+1.

Then

−Mq+1 :=Mtr +Mosc +MNash . (3.72)

Since ρq − 1 = θq+1 = θ
(p)
q+1 = Ã(ξ,i) = 0 on [0, Tq+1], it follows that Mq+1 = 0 on [0, Tq+1].
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In order to define R̊q+1, recalling that (vq, R̊q) solves the system (2.3), we write

divR̊q+1 −∇pq+1 +∇pq = Dt,q(wq+1 + wq+1) + div((wq+1 + wq+1)⊗ (wq+1 + wq+1) + R̊q)

+ (wq+1 + wq+1) · ∇vq.
Then using the inverse divergence operator R introduced in Section A.1, we define the transport error and

Nash error, respectively, as

Rtr : = R(Dt,q(wq+1 + wq+1)), RNash := R((wq+1 + wq+1) · ∇vq).
For the oscillation error, we use (3.61) to define

Rosc : = Rdiv





∑

i

∑

ξ∈Λi

A2
(ξ,i)(∇Φi)

−1
(

(

P 6=0(W(ξ) ⊗W(ξ))
)

(Φi)
)

(∇Φi)
−T



 (:= Rosc,1)

+Rdiv





∑

i

∑

ξ∈Λ
i

a2(ξ,i)(∇Φi)
−1
(

(

P 6=0(W(ξ) ⊗W(ξ))
)

(Φi)
)

(∇Φi)
−T



 (:= Rosc,2)

+ (w
(c)
q+1 + w

(c)
q+1)⊗̊(w

(c)
q+1 + w

(c)
q+1) + 2(w

(p)
q+1 + w

(p)
q+1)⊗̊s(w

(c)
q+1 + w

(c)
q+1)(:= Rosc,3),

where we use the notation a⊗s b =
1
2 (a⊗b+b⊗a), and ⊗̊s is defined as the trace-free part of the symmetric

tensor. Here the divergence of first two terms in the last inequality in (3.61) can be written as pressure terms,

so we put them into ∇pq+1.

Then the Reynolds stress at the level of q + 1 is defined by

R̊q+1 := Rtr +Rosc +RNash . (3.73)

To estimate the above stress terms, we will apply the stationary phase bounds in Proposition A.5 to the

building blocks defined in Appendix B.1. More precisely, by (3.34), (B.5) and a similar argument as in

[BV19a, Section 6.6.1], we have for a ∈ C∞(Td;R), b ∈ C∞(Td;Rd)

∥

∥R(b(W(ξ) ◦Φi))
∥

∥

Cα + λq+1

∥

∥R(b(V(ξ) ◦ Φi))
∥

∥

Cα +
∥

∥

∥R
(

b
(

(P
>

λq+1
2

(φ2(ξ))) ◦ Φi

))∥

∥

∥

Cα

.
‖b‖C0

λ1−α
q+1

+
‖b‖Cm+α + ‖b‖C0 l−m−α

λm−α
q+1

, (3.74)

∥

∥R1(a(W(ξ) ◦Φi))
∥

∥

Cα +
∥

∥

∥R1

(

a
(

(P
>

λq+1
2

(φ2(ξ))) ◦ Φi

))∥

∥

∥

Cα

.
‖a‖C0

λ1−α
q+1

+
‖a‖Cm+α + ‖a‖C0 l−m−α

λm−α
q+1

.

(3.75)

3.4.2. The estimate for Mq+1. In this section, we aim to show the estimate of Mq+1, which is defined in

(3.72) by estimating the three errors above separately.

First, for the transport error Mtr, recalling that Φi satisfies the equation (3.32), the definition of the

perturbations θq+1, and the fact the θ
(c)
q+1 is a function of time, we write

R1(Dt,qθq+1) = R1(Dt,qθ
(p)
q+1) =

∑

i

∑

ξ∈Λi

R1

(

(Dt,qÃ(ξ,i))Θ(ξ)(Φi)
)

.

By the estimate of the derivatives of Ã(ξ,i) in (3.40) we have
∥

∥

∥Dt,qÃ(ξ,i)

∥

∥

∥

Cm+α
. δ̃

1/2
q+1τ

−1
q l−m−α,
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which together with (3.75) implies that

‖Mtr‖Cα .
∥

∥

∥R1(Dt,qθ
(p)
q+1)

∥

∥

∥

Cα
.
δ̃
1/2
q+1τ

−1
q

λ1−α
q+1

(

1 +
l−m−α

λm−1
q+1

)

.
δ
1/2
q+1δ̃

1/2
q λq

λ1−3α
q+1

,

where we used (3.69) to deduce (lλq+1)
−1 6 λ

− (b−1)(1−β̃)
2

q , and then choose m large enough such that

(lλq+1)
−ml−αλq+1 . 1 in the last inequality. Here and in the following the sum over i is finite, since by the

definition the amplitude functions have disjoint supports for different i.

For the oscillation error Mosc, we recall the identity

∇(P
>

λq+1
2

(φ2(ξ)))(Φi) = (∇Φi)
T
(

(∇P
>

λq+1
2

(φ2(ξ)))(Φi)
)

.

Therefore, we have

div
(

A(ξ,i)Ã(ξ,i)(∇Φi)
−1
(

(P
>

λq+1
2

(W(ξ)Θ(ξ)))(Φi)
))

= div
(

A(ξ,i)Ã(ξ,i)(∇Φi)
−1ξ

(

(P
>

λq+1
2

(φ2(ξ)))(Φi)
))

= (P
>

λq+1
2

(φ2(ξ)))(Φi)div
(

A(ξ,i)Ã(ξ,i)(∇Φi)
−1ξ
)

+A(ξ,i)Ã(ξ,i)

(

(∇P
>

λq+1
2

(φ2(ξ)))(Φi)
)T

(∇Φi)(∇Φi)
−1ξ,

which by the fact that (ξ · ∇)P
>

λq+1
2

(φ2(ξ)) = 0 implies

Mosc =
∑

i

∑

ξ∈Λi

R1

(

(P
>

λq+1
2

(φ2(ξ)))(Φi)div
(

A(ξ,i)Ã(ξ,i)(∇Φi)
−1ξ
))

+ w
(c)
q+1θ

(p)
q+1.

By the estimate for the derivatives of A(ξ,i), Ã(ξ,i) and (∇Φi)
−1 in (3.39), (3.40) and (3.34) respectively, we

have
∥

∥

∥div(A(ξ,i)Ã(ξ,i)(∇Φi)
−1ξ)

∥

∥

∥

Cm+α
. δ

1/2
q+1δ̃

1/2
q+1l

−1−m−α,

which together with (3.75), the estimate of w
(c)
q+1 in (3.71), the estimate of θ

(p)
q+1 in (3.67), (3.68) and interpo-

lation implies that

‖Mosc‖Cα .
δ
1/2
q+1δ̃

1/2
q+1l

−1

λ1−α
q+1

(

1 +
l−m−α

λm−1
q+1

)

+
∥

∥

∥w
(c)
q+1

∥

∥

∥

Cα

∥

∥

∥θ
(p)
q+1

∥

∥

∥

Cα
.
δ
1/2
q+1δ̃

1/2
q+1l

−1

λ1−2α
q+1

.
δ
1/2
q+1δ̃

1/2
q λq

λ1−4α
q+1

.

Here we used again the bound (lλq+1)
−1 6 λ

− (b−1)(1−β̃)
2

q by (3.69), and then choose m large enough.

The Nash error is written as MNash = R1(wq+1 · ∇ρq) +R1(wq+1 · ∇ρq), where

R1(wq+1 · ∇ρq) =
∑

i

∑

ξ∈Λi

R1((∇ρq)TA(ξ,i)(∇Φi)
−1W(ξ)(Φi))

+R1

(

(∇ρq)T∇A(ξ,i) × ((∇Φi)
T (V(ξ)(Φi))

)

,

and the term R1(wq+1 · ∇ρq) can be written in a similar form with A(ξ,i),Λ
i replaced by a(ξ,i),Λ

i
respec-

tively.

By the estimate of the derivatives of A(ξ,i), ∇ρq , and (∇Φi)
−1 in (3.39), (3.29), and (3.34) respectively,

we have

‖(∇ρq)TA(ξ,i)(∇Φi)
−1‖Cm+α + l‖(∇ρq)T∇A(ξ,i) × ((∇Φi)

T ·)‖Cm+α . δ
1/2
q+1δ̃

1/2
q λql

−m−α,
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at which point we apply (3.75) to deduce that

∥

∥R1(wq+1 · ∇ρq)
∥

∥

Cα
.
δ
1/2
q+1δ̃

1/2
q λq

λ1−α
q+1

(

1 +
l−1

λq+1
+
l−1−m−α

λmq+1

)

.
δ
1/2
q+1δ̃

1/2
q λq

λ1−α
q+1

.

Here we used again the bound (lλq+1)
−1 6 λ

−
(b−1)(1−β̃)

2
q by (3.69), and then choose m large enough.

The second term R1(wq+1 ·∇ρq) is bounded by the same argument, but we omit the details. Furthermore,

we have

‖MNash‖Cα .
∥

∥R1(wq+1 · ∇ρq)
∥

∥

Cα
+
∥

∥R1(wq+1 · ∇ρq)
∥

∥

Cα
.
δ
1/2
q+1δ̃

1/2
q λq

λ1−α
q+1

.

The above bounds together with (3.1) immediately imply the desired estimate (2.7) for Mq+1:

‖Mq+1‖Cα .
δ
1/2
q+1δ̃

1/2
q λq

λ1−4α
q+1

6
1

2

δ
1/2
q+2δ̃

1/2
q+2

λ3αq+1

,

where the extra power of λ−α
q+1 is used to absorb the implicit constant by choosing a sufficiently large.

Additionally, when considering the C1-norm, we lose a factor l−1 in the estimates of the derivatives of

A(ξ,i), Ã(ξ,i), ∇ρq, and (∇Φi)
−1 as presented in (3.39), (3.40), (3.29), and (3.34) respectively. Moreover,

we lose a factor λq+1 from the estimates of W(ξ), V(ξ) in (B.5). Consequently, we have

‖Mq+1‖C1 .
δ
1/2
q+1δ̃

1/2
q λq

λ1−4α
q+1

λq+1 6
1

2

δ
1/2
q+2δ̃

1/2
q+2

λ3α−1
q+1

.

3.4.3. The estimate for R̊q+1. With the new Reynolds stress R̊q+1 established, we shall see that it satisfies

the estimate (2.7) at level q + 1 by individually estimating the three errors mentioned above.

First, we consider the transport error Rtr. Using the definition of w
(p)
q+1 in (3.41), and the Lie-advection

identity (3.43) we rewrite the transport stress as

R
(

Dt,qw
(p)
q+1

)

=
∑

i

∑

ξ∈Λi

R
(

A(ξ,i)(∇vq)T (∇Φi)
−1W(ξ)(Φi)

)

+R
(

(Dt,qA(ξ,i))(∇Φi)
−1W(ξ)(Φi)

)

.

By the estimate of the derivatives of A(ξ,i), vq , and (∇Φi)
−1 in (3.39), (3.20) and (3.34) respectively we

have

‖A(ξ,i)(∇vq)T (∇Φi)
−1‖Cm+α . δ

1/2
q+1τ

−1
q l−m−α, ‖(Dt,qA(ξ,i))(∇Φi)

−1‖Cm+α . δ
1/2
q+1τ

−1
q l−m−α.

Then by (3.74) we obtain

∥

∥

∥R(Dt,qw
(p)
q+1)

∥

∥

∥

Cα
.
δ
1/2
q+1τ

−1
q

λ1−α
q+1

(

1 +
l−m−α

λm−1
q+1

)

.
δq+1δ̃

1/2
q λq

δ̃
1/2
q+1λ

1−3α
q+1

,

where we used the fact that (lλq+1)
−1 6 λ

− (b−1)(1−β̃)
2

q by (3.69), and the last inequality was obtained by

taking the parameter m sufficiently large (in terms of β̃ and b). Here and in the following the sum over i is

finite, since by the definition the amplitude functions have disjoint supports for distinct i

For the incompressibility corrector defined in (3.45), since Φi obeys (3.32), we have

Dt,qw
(c)
q+1 =

∑

i

∑

ξ∈Λi

Dt,q∇A(ξ,i) ×
(

(∇Φi)
TV(ξ)(Φi)

)

+
∑

i

∑

ξ∈Λi

∇A(ξ,i) ×
(

(Dt,q∇Φi)
TV(ξ)(Φi)

)

.
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By the estimates for A(ξ,i), vq in (3.39), (3.20) respectively, we have

‖Dt,q∇A(ξ,i)‖Cm+α . ‖Dt,qA(ξ,i)‖Cm+1+α + ‖vq‖C1+α‖A(ξ,i)‖Cm+1+α + ‖vq‖Cm+1+α‖A(ξ,i)‖C1+α

. δ
1/2
q+1τ

−1
q l−1−m−α,

which together with the estimate for (∇Φi)
T in (3.34) implies that

‖Dt,q∇A(ξ,i) ×
(

(∇Φi)
T ·
)

‖Cm+α + ‖∇A(ξ,i) ×
(

(Dt,q∇Φi)
T ·
)

‖Cm+α . δ
1/2
q+1τ

−1
q l−1−m−α,

while we gain a factor λ−1
q+1 from V(ξ) compared with W(ξ). Then by applying (3.74) we have

∥

∥

∥R(Dt,qw
(c)
q+1)

∥

∥

∥

Cα
.
δ
1/2
q+1τ

−1
q

λ1−α
q+1

l−1

λq+1

(

1 +
l−m−α

λm−1
q+1

)

.
δq+1δ̃

1/2
q λq

δ̃
1/2
q+1λ

1−3α
q+1

,

where we used the fact that (lλq+1)
−1 6 λ

−
(b−1)(1−β̃)

2
q by (3.69), and the last inequality was obtained by

taking the parameter m sufficiently large.

Then compared to R(Dt,qw
(p)
q+1) and R(Dt,qw

(c)
q+1) , we obverse that the definition of R(Dt,qw

(p)
q+1) and

R(Dt,qw
(c)
q+1) can be obtained by replacing Λi, A(ξ,i) by Λ

i
, a(ξ,i) respectively. Then by the estimate of

a(ξ,i) in (3.59) we have the same bound as above:

∥

∥

∥R(Dt,qw
(p)
q+1)

∥

∥

∥

Cα
+
∥

∥

∥R(Dt,qw
(c)
q+1)

∥

∥

∥

Cα
.
δq+1δ̃

1/2
q λq

δ̃
1/2
q+1λ

1−3α
q+1

.

To address the oscillation error Rosc, we begin by bounding Rosc,1, and the second term Rosc,2 can be

bounded by a similar argument. We recall the identity

∇(P
>

λq+1
2

(φ2(ξ)))(Φi) = (∇Φi)
T
(

(∇P
>

λq+1
2

(φ2(ξ)))(Φi)
)

.

Therefore, we have

div
(

A2
(ξ,i)(∇Φi)

−1
(

(P
>

λq+1
2

(W(ξ) ⊗W(ξ)))(Φi)
)

(∇Φi)
−T
)

= div
(

A2
(ξ,i)(∇Φi)

−1(ξ ⊗ ξ)(∇Φi)
−T
(

(P
>

λq+1
2

(φ2(ξ)))(Φi)
))

=
(

(P
>

λq+1
2

(φ2(ξ)))(Φi)
)

div
(

A2
(ξ,i)(∇Φi)

−1(ξ ⊗ ξ)(∇Φi)
−T
)

+A2
(ξ,i)(∇Φi)

−1(ξ ⊗ ξ)(∇Φi)
−T (∇Φi)

T
(

(∇P
>

λq+1
2

(φ2(ξ)))(Φi)
)

,

where the last term equals to 0 since (ξ · ∇)P
>

λq+1
2

(φ2(ξ)) = 0. By the estimate of the derivatives of A(ξ,i)

in (3.39) and (∇Φi)
−1 in (3.34) we have

‖div(A2
(ξ,i)(∇Φi)

−1(ξ ⊗ ξ)(∇Φi)
−T )‖Cm+α . δq+1l

−1−m−α.

Then we apply (3.74) to obtain

‖Rosc,1‖Cα .
δq+1l

−1

λ1−α
q+1

(

1 +
l−m−α

λm−1
q+1

)

.
δq+1δ̃

1/2
q λq

δ̃
1/2
q+1λ

1−3α
q+1

,

where we used the fact that (lλq+1)
−1 6 λ

−
(b−1)(1−β̃)

2
q by (3.69), and then choose m large enough.
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By replacing Λi, A(ξ,i) with Λ
i
, a(ξ,i) and applying a similar argument as before, we obtain

‖Rosc,2‖Cα .
δq+1δ̃

1/2
q λq

δ̃
1/2
q+1λ

1−3α
q+1

.

The last term Rosc,3 is estimated by using the bounds for the perturbations in (3.66)-(3.71) and the definition

of l in (3.2) as

‖Rosc,3‖Cα . ‖w(c)
q+1 + w

(c)
q+1‖Cα

(

‖w(c)
q+1 + w

(c)
q+1‖Cα + ‖w(p)

q+1 + w
(p)
q+1‖Cα

)

.
δq+1l

−1

λ1−2α
q+1

.
δq+1δ̃

1/2
q λq

δ̃
1/2
q+1λ

1−4α
q+1

.

In the end, we only need to estimate the Nash error RNash = R(wq+1 · ∇vq) +R(wq+1 · ∇vq). For the

first term, due to the definition of the perturbationwq+1, we have

R(wq+1 · ∇vq) =
∑

i

∑

ξ∈Λi

R((∇vq)TA(ξ,i)(∇Φi)
−1W(ξ)(Φi))

+R
(

(∇vq)T∇A(ξ,i) × ((∇Φi)
TV(ξ)(Φi)

)

.

By the estimate of the derivatives of A(ξ,i), ∇vq , and (∇Φi)
−1 in (3.39), (3.20) and (3.34) respectively, we

have

‖(∇vq)TA(ξ,i)(∇Φi)
−1‖Cm+α + l‖(∇vq)T∇A(ξ,i) × ((∇Φi)

T ·)‖Cm+α . δ
1/2
q+1τ

−1
q l−m−α.

Then we use (3.74) to show that

‖R(wq+1 · ∇vq)‖C0 .
δ
1/2
q+1τ

−1
q

λ1−α
q+1

(

1 +
l−1

λq+1
+
l−1−m−α

λmq+1

)

.
δq+1δ̃

1/2
q λq

δ̃
1/2
q+1λ

1−3α
q+1

,

where we used the fact that (lλq+1)
−1 6 λ

− (b−1)(1−β̃)
2

q by (3.69), and the last inequality was obtained by

taking the parameter m sufficiently large.

Then the expression of R(wq+1 · ∇vq) is similar to R(wq+1 · ∇vq) with Λi, A(ξ,i) replaced by Λ
i
, a(ξ,i)

respectively. Then by the estimate of a(ξ,i) in (3.59) we deduce

‖R(wq+1 · ∇vq)‖Cα .
δq+1δ̃

1/2
q λq

δ̃
1/2
q+1λ

1−3α
q+1

.

By all the bounds above together with (3.1) we have

∥

∥

∥R̊q+1

∥

∥

∥

Cα
.
δq+1δ̃

1/2
q λq

δ̃
1/2
q+1λ

1−4α
q+1

6
δq+2

λ3αq+1

,

where the extra power of λ−α
q+1 is used to absorb the implicit constant by choosing a sufficiently large.

3.5. Estimates on the energy. To conclude the proof of Proposition 2.1, we have to check that the iterative

condition on the energy (2.9) holds at the level q+1. To this end, by the definition of vq+1 in (3.64), we first

have

e(t)− δq+2

2
− ‖vq+1(t)‖2L2 = e(t)− δq+2

2
− ‖vq(t)‖2L2 −

ˆ

T3

|w(p)
q+1 + w

(p)
q+1|2(t)dx

−
ˆ

T3

[

|w(c)
q+1 + w

(c)
q+1|2 + 2(w

(p)
q+1 + w

(p)
q+1) · (w

(c)
q+1 + w

(c)
q+1)

]

(t)dx



NON-UNIQUENESS OF LAGRANGIAN TRAJECTORIES FOR EULER 35

−
ˆ

T3

2vq · (wq+1 + wq+1)(t)dx. (3.76)

For the integrand in the first line on the right hand side, by taking the trace on both sides of (3.61) and using

the fact that R̊q is traceless, we deduce that

|w(p)
q+1 + w

(p)
q+1|2

= 3
∑

i

Υq,i + trR(1)
q +

∑

i

∑

ξ∈Λi

tr
[

A2
(ξ,i)(∇Φi)

−1
(

(

P 6=0(W(ξ) ⊗W(ξ))
)

(Φi)
)

(∇Φi)
−T
]

+
∑

i

∑

ξ∈Λ
i

tr
[

a2(ξ,i)(∇Φi)
−1
((

P 6=0(W(ξ) ⊗W(ξ))
)

(Φi)
)

(∇Φi)
−T
]

.

By integrating on both sides, together with the fact that
∑

i

´

T3 Υq,idx = Υq, the definitions in (3.50), (3.51),

and the definition of the building blocks we obtain for t ∈ [0, 1]
ˆ

T3

|(w(p)
q+1 + w

(p)
q+1)(t)|2dx = e(t)− δq+2

2
− ‖vq(t)‖2L2

+
∑

i

∑

ξ∈Λi

ˆ

T3

tr
[

A2
(ξ,i)(∇Φi)

−1ξ ⊗ ξ(∇Φi)
−T
] (

(P 6=0(φ
2
(ξ)))(Φi)

)

(t)dx

+
∑

i

∑

ξ∈Λ
i

ˆ

T3

tr
[

a2(ξ,i)(∇Φi)
−1ξ ⊗ ξ(∇Φi)

−T
] (

(P 6=0(φ
2
(ξ)))(Φi)

)

(t)dx.

Then we use the estimates for a(ξ,i), A(ξ,i), and (∇Φi)
−1 in (3.59), (3.39) and (3.34) respectively, to obtain

for any t ∈ [0, 1]

‖tr[a2(ξ,i)(∇Φi)
−1(ξ ⊗ ξ)(∇Φi)

−T ]‖Cm + ‖tr[A2
(ξ,i)(∇Φi)

−1(ξ ⊗ ξ)(∇Φi)
−T ]‖Cm . δq+1l

−m,

which together with (A.1) with N = 1 implies that

∣

∣

∣

∣

e(t)− δq+2

2
− ‖vq(t)‖2L2 −

ˆ

T3

|(w(p)
q+1 + w

(p)
q+1)(t)|2dx

∣

∣

∣

∣

.
δq+1l

−1

λq+1
.
δq+1δ̃

1/2
q λq

δ̃
1/2
q+1λ

1−2α
q+1

,

where we recall that the sum over i is finite, since by the definition the amplitude functions have disjoint

supports for different i.

Then the second term on the right hand side of (3.76) is estimated by the bounds for the perturbations in

(3.66)-(3.71). We have for t ∈ [0, 1]
∣

∣

∣

∣

ˆ

T3

[

|w(c)
q+1 + w

(c)
q+1|2 + 2(w

(p)
q+1 + w

(p)
q+1) · (w

(c)
q+1 + w

(c)
q+1)

]

(t)dx

∣

∣

∣

∣

. ‖w(c)
q+1 + w

(c)
q+1‖2C0 + ‖w(p)

q+1 + w
(p)
q+1‖C0‖w(c)

q+1 + w
(c)
q+1‖C0 .

δq+1l
−1

λq+1
.
δq+1δ̃

1/2
q λq

δ̃
1/2
q+1λ

1−2α
q+1

.

For the last term on the right hand side of (3.76), we recall that wq+1 + wq+1 can be written as

wq+1 + wq+1 = curl
(

∑

i

∑

ξ∈Λi

A(ξ,i) (∇Φi)
T (V(ξ)(Φi)) +

∑

i

∑

ξ∈Λ
i

a(ξ,i) (∇Φi)
T (V(ξ)(Φi))

)

.

Then we use integration by parts, the estimates for vq in (3.20), the estimates for a(ξ,i), A(ξ,i), and (∇Φi)
−1

in (3.59), (3.39) and (3.34) respectively, and the bound on the building block in (B.5) to obtain for any
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t ∈ [0, 1]
∣

∣

∣

∣

ˆ

T3

vq · (wq+1 + wq+1)(t)dx

∣

∣

∣

∣

.
(

∑

i

∑

ξ∈Λi

‖A(ξ,i) (∇Φi)
T (V(ξ)(Φi))‖C0 +

∑

i

∑

ξ∈Λ
i

‖a(ξ,i) (∇Φi)
T (V(ξ)(Φi))‖C0

)

‖vq‖C1

.
δ
1/2
q+1τ

−1
q

λq+1
.
δq+1δ̃

1/2
q λq

δ̃
1/2
q+1λ

1−2α
q+1

.

Combining the above estimates we obtain by (3.1) that
∣

∣

∣

∣

e(t)− δq+2

2
− ‖vq+1(t)‖2L2

∣

∣

∣

∣

.
δq+1δ̃

1/2
q λq

δ̃
1/2
q+1λ

1−2α
q+1

6 δq+2λ
−α
q+1,

where we the extra power of λ−α
q+1 is used to absorb the constant by choosing a large enough. Then we obtain

(2.9) at the level q + 1 by choosing a large enough again:

δq+2λ
−α/3
q+1 6

δq+2

2
− δq+2λ

−α
q+1 6 e(t)− ‖vq+1(t)‖2L2 6

δq+2

2
+ δq+2λ

−α
q+1 6 δq+2.

This completes the proof of Proposition 2.1.

4. CONSTRUCTION OF NON-UNIQUE SOLUTIONS IN L1
tW

1,s SCALES

In this section, our primary objective is to establish the non-uniqueness of stochastic Lagrangian trajecto-

ries for solutions to the Navier-Stokes or Euler equations that possess a specific level of Sobolev regularity, as

stated in Theorem 1.7. By applying the superposition principle, it suffices to demonstrate the non-uniqueness

of the corresponding Fokker-Planck equations, which is exactly the claim of Theorem 1.10. More precisely,

for any triple (p, r, s) ∈ A, we construct a solution v ∈ Lr
tL

p∩L2
tL

2∩L1
tW

1,s∩CtL
1 to the Navier-Stokes

equations (1.5) such that the related advection-diffusion equations (1.7) admit two positive solutions in the

space Lr
tL

p∩L2
tL

2∩CtL
1 with initial data ρ0 = 1. To achieve this, we apply the convex integration method

again. However, in this section, in contrast to Section 2, we will add more intermittency in the building

blocks in both the spatial and temporal directions, and handle the advection-diffusion equations (1.7) and the

Navier-Stokes equations (1.5) at different frequency scales.

Without loss of generality, we set T = 1. The convex integration iteration is indexed by a parameter q ∈
N0. We consider an increasing sequence {λq}q∈N0 ⊂ N which diverges to ∞, and a sequence {δq}q∈N0 ⊂
(0, 1] which is decreasing to 0. Let

λq = a(b
q), q > 0, δq =

1

482
λ2β2 λ−2β

q , q > 2, δ0 = 1, δ1 =
1

482
.

where β > 0 will be chosen sufficiently small and a, b will be chosen sufficiently large. In addition, we use

that
∑

q>1 δ
1/2
q 6 1

48 (1 +
∑

q>2 a
(2−q)bβ) 6 1

48 (1 +
1

1−a−bβ ) <
1
16 which boils down to

abβ > 2, (4.1)

assumed from now on.

At each step q, a pair (vq, ρq, R̊q,Mq) is constructed solving the following system on [0, 1]:

∂tρq − κ∆ρq + div(vqρq) = −divMq,

∂tvq + div(vq ⊗ vq)− ν∆vq +∇πq = divR̊q, divvq = 0. (4.2)
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where κ, ν ∈ [0, 1], R̊q is a trace-free symmetric matrix and Mq is some vector field.

As before, to handle the initial condition, we let Tq := 1
3 −∑16r6q δ

1/2
r ∈ (0, 13 ]. Here we define

∑

16r60 := 0.

Under the above assumptions, our main iteration reads as follows:

Proposition 4.1. Let d > 2. For any triple (p, r, s) ∈ A, there exists a choice of parameters a, b, β such that

the following holds: Let (vq, ρq, R̊q,Mq) be a solution to (4.2) satisfying
´

ρqdx = 1,

‖vq‖L2
tL

2 6 CvC0

q
∑

m=1

δ1/2m , ‖ρq‖L2
tL

2 6 CρC0

q+1
∑

m=0

δ1/2m (4.3)

for some universal constants C0, Cv, Cρ > 1, and

‖vq‖C2
t,x

6 C0λ
4d+3
q , ‖ρq‖C1

t,x
6 C0λ

3d+2
q , (4.4)

‖R̊q‖L1
tL

1 6 C2
0δq+1, ‖Mq‖L1

tL
1 6 C2

0δ
2
q+2, (4.5)

ρq − 1 = vq = R̊q =Mq = 0 on [0, Tq]. (4.6)

Then there exists (vq+1, ρq+1, R̊q+1,Mq+1) which solves (4.2) and satisfies (4.3)-(4.6) at the level q+1 and

‖vq+1 − vq‖L2
tL

2 6 CvC0δ
1/2
q+1, ‖ρq+1 − ρq‖L2

tL
2 6 CρC0δ

1/2
q+2. (4.7)

Moreover,

‖vq+1 − vq‖Lr
tL

p 6 δ
1/2
q+1, ‖vq+1 − vq‖CtL1 6 δ

1/2
q+1, ‖vq+1 − vq‖L1

tW
1,s 6 δ

1/2
q+1, (4.8)

‖ρq+1 − ρq‖Lr
tL

p 6 δ
1/2
q+2, ‖ρq+1 − ρq‖CtL1 6 δ

1/2
q+2, inf

t∈[0,1]
(ρq+1 − ρq) > −δ1/2q+2. (4.9)

Here C0 is determined by the choice of the starting iterations, and Cv, Cρ are two constants determined

by the generalized Holder inequality for vq , ρq respectively, and other implicit geometrical constants in the

proof.

Here we remark that all the parameters are independent of the choices of κ and ν, the extra power in

the bound on Mq in (4.5) is used to absorb the universal constant to avoid exponential explosion during the

iterative process, see (5.20) for the details.

The proof of Proposition 4.1 is presented in Section 5 below. With Proposition 4.1 in hand, the proof of

Theorem 1.10 follows by a similar argument as for Theorem 1.3.

Proof of Theorem 1.10. For any triple (p, r, s) ∈ A, without loss of generality we assume that p > 1 and

T = 1. As before, we intend to start the iteration from

ρ0(t, x) = 1 +
sinπx1

4
χ0(t), v0 = 0, R̊0 = 0, M0(t, x) = (∂tχ0(t) + κχ0(t)π

2)
cosπx1

4π
(1, 0, ..., 0).

where x = (x1, ..., xd), χ0 is a smooth function with χ0(t) = 0 on [0, 13 ], χ0(t) = 1 on [ 23 , 1]. By choosing

C0 large enough, we have for κ ∈ [0, 1]

‖ρ0‖L2
tL

2 + ‖ρ0‖C1
t,x

. 1 6 C0, ‖M0‖L1
tL

1 . 1 6
1

484
C2

0 .

Then (4.3)-(4.6) are satisfied.

Next, we use Proposition 4.1 to build inductively (vq, ρq, R̊q,Mq) for every q > 1. By (4.7)-(4.9), the

sequence {vq}q∈N is Cauchy in

C([0, 1];L1) ∩ Lr([0, 1];Lp) ∩ L2([0, 1]× Td) ∩ L1([0, 1];W 1,s)
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and the sequence {ρq}q∈N is Cauchy in

Lr([0, 1];Lp) ∩ L2([0, 1]× Td) ∩ C([0, 1];L1).

We then denote by (v, ρ) the limit, where v is also divergence-free. For the case r = ∞, we have v, ρ ∈
C([0, 1];Lp). Clearly by (4.5), (ρ, v) solves (1.7) and (1.5). Then from the fact

´

ρqdx = 1 we deduce that
´

ρdx = 1. (4.6) ensures that ρ(t) ≡ 1 for every t sufficiently close to 0.

Moreover, ρ is non-negative on Td by (4.1) and (4.9):

inf
t∈[0,1]

ρ > inf
t∈[0,1]

ρ0 +

∞
∑

q=0

inf
t∈[0,1]

(ρq+1 − ρq) >
3

4
−

∞
∑

q=0

δ
1/2
q+1 >

1

2
,

and ρ does not coincide with the solution which is constantly equal to 1, since by (4.1) and (4.9)

‖ρ− 1‖CtL1 > ‖1− ρ0‖CtL1 −
∞
∑

q=0

‖ρq+1 − ρq‖CtL1 >
1

16
−

∞
∑

q=0

δ
1/2
q+1 > 0.

�

Then the non-uniqueness of stochastic Lagrangian trajectories follows from Theorem 1.10 and the super-

position principle.

Proof of Theorem 1.7. We only prove the case where κ > 0, while the case κ = 0 follows similarly and more

easily. For any triple (p, r, s) ∈ A, without loss of generality we assume that p > 1 and T = 1. By Theorem

1.10, there exists v ∈ Lr([0, 1];Lp) ∩ L2([0, 1]× Td) ∩ L1([0, 1];W 1,s) ∩C([0, 1];L1) and a non-constant

positive density ρ ∈ Lr([0, 1];Lp)∩L2([0, 1]×Td)∩C([0, 1];L1) satisfying (1.7) and (1.5). If r = ∞, we

have additionally v ∈ C([0, 1];Lp).

Moreover, by (4.4), (4.7) and interpolation we conclude that v ∈ L2(1+ǫ)([0, 1] × Td) for some ǫ > 0
small enough. Then, it follows that

ˆ 1

0

ˆ

Td

|v(s, x)|1+ǫρ(s, x)dxds 6 ‖v‖1+ǫ

L2+2ǫ
t,x

‖ρ‖L2
t,x
<∞,

and that t → ρ(t, x)dx is weakly continuous on [0, 1] since ρ ∈ C([0, 1];L1). Using the superposition

principle (see [Tre14, Section 7.2]) for (1.7), there exists a probability measure Q on C([0, 1];Td) equipped

with its Borel σ-algebra and its natural filtration generated by the canonical process Πt, t ∈ [0, 1], defined by

Πt(ω) := ω(t), ω ∈ C([0, 1];Td),

which is a martingale solution associated to diffusion operator

L := κ∆+ v · ∇.
More precisely, for every smooth function f on Td, the process

f(Πt)− f(Π0)−
ˆ t

0

Lf(Πs)ds

is a Q-martingale with respect to the natural filtration with the initial law Q ◦ Π−1
0 = Ld. Here Ld denotes

the Lebesgue measure on the torus. Moreover, for every t ∈ [0, 1], it holds that ρ(t)Ld = Q ◦ Π−1
t . Since

ρ ≡ 1 is also a solution satisfying all the above conditions, we have another martingale solution Q satisfying

Ld = Q ◦Π−1
t .
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Now we define {Qx}x∈Td , {Qx}x∈Td as the regular conditional probabilities with respect to Π0. Then

for a.e. x ∈ Td, Qx,Q
x

are both martingale solutions to (1.4) with initial condition x. We define

A(v) := {x ∈ Td : Qx,Q
x
are two distinct martingale solutions associated to L}.

Then we prove that the Lebesgue measure ofA(v) is positive. We assume by contradiction that the Lebesgue

measure is zero. In this case, we have Qx = Q
x

for a.e. x ∈ Td. Consequently, we have for any smooth

function f and t ∈ [0, 1]
ˆ

Td

fρ(t)dx =

ˆ

f(Πt)dQ =

ˆ

Td

ˆ

f(Πt)dQ
xdx =

ˆ

Td

ˆ

f(Πt)dQ
x
dx =

ˆ

Td

fdx,

which leads to a contradiction as ρ is non-constant.

Since |v|, ρ ∈ L2([0, 1]× Td), we have
ˆ

Td

Ex

ˆ 1

0

|v(s,Πs)|dsdx =

ˆ ˆ 1

0

|v(s,Πs)|dsdQ =

ˆ 1

0

ˆ

Td

|v(s, x)|ρ(s, x)dxds <∞,

which implies that Ex[
´ 1

0 |v(s,Πs)|ds] < ∞ for a.e. x ∈ Td. Similarly, we have E
x
[
´ 1

0 |v(s,Πs)|ds] < ∞
for a.e. x ∈ Td.

�

5. PROOF OF PROPOSITION 4.1

The proof is also based on convex integration schemes. Compared with Section 3, here we use two distinct

scales for two equations during the iteration. We begin by fixing the parameters and then proceed with a

mollification step in Section 5.1. Section 5.2 presents the perturbation construction of (wq+1+wq+1, θq+1)
and the new iteration (vq+1, ρq+1). Here, the perturbation (wq+1, θq+1) is designed to cancel the stress

term Mq in the advection-diffusion equations, while the perturbation wq+1 is to cancel the stress term R̊q

in the fluid equations. Here, unlike the previous case, the term wq+1 ⊗ wq+1 is automatically small in

L1 space due to the choice of smaller scales for the advection-diffusion equation. We emphasize that the

method employed in Section 3 can not be applied directly in this context, since the additional intermittency

in the building blocks introduces extra oscillation errors (see Section 1.4.2 for more explanation). Then we

establish the inductive estimates. Finally, in Section 5.3, we define the new stress components (R̊q+1,Mq+1)
and establish the inductive estimates respectively.

5.1. Choice of parameters and mollification. In the sequel, additional parameters will be indispensable

and their value have to be carefully chosen to respect all the compatibility conditions appearing in the esti-

mates below. First, for a sufficiently small α ∈ (0, 1) to be chosen, we take l := λ
− 3α

2
q+1 λ

−2d− 3
2

q and have

l−1 6 λ2αq+1, lλ
4d+3
q ≪ λ−α

q+1 6 δ2q+3, λ
4d+3
q 6 λαq+1 (5.1)

provided αb > 4d+ 3, α > 4βb2.

For fixed d > 2 and (p, r, s) ∈ A, without loss of generality, we assume p > 1. Then we introduce a large

constant N := N(p, r, s, d) to be chosen in Lemma 5.1 below. In the sequel, we also need

αb > 4d+ 3, α > 4βb2, (12d+ 43)α <
1

2N
.

The above can be obtained by choosing α > 0 small such that (12d+43)α < 1
2N , and choosing b ∈ N large

enough such that b > 4d+3
α , and finally choosing β > 0 small such that α > 4βb2.

Then we increase a such that (4.1) holds. In the sequel, we also increase a to absorb various implicit and

universal constants in the subsequent estimates.
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Now we replace (vq, ρq) by a mollified field (vl, ρl), and define

vl = (vq ∗x φl) ∗t ϕl, ρl = (ρq ∗x φl) ∗t ϕl,

where φl :=
1
ldφ(

·
l ) is a family of standard radial mollifiers on Rd, and ϕl :=

1
lϕ(

·
l ) is a family of standard

radial mollifiers with support in (0, 1). For the mollification around t = 0, since vq, ρq, R̊q and Mq are

constants around t = 0, see (4.6), we can directly extend these definitions to t 6 0 by their values at t = 0.

By straightforward calculations and (4.2) we obtain

∂tρl − κ∆ρl + div(vlρl) = −divMl,

∂tvl − ν∆vl + div(vl ⊗ vl) +∇πl = divR̊l, divvl = 0 (5.2)

for some suitable πl, where

Ml := (Mq ∗x φl) ∗t ϕl − vlρl + (vqρq) ∗x φl ∗t ϕl,

R̊l := (R̊q ∗x φl) ∗t ϕl + vl⊗̊vl − (vq⊗̊vq) ∗x φl ∗t ϕl. (5.3)

Moreover, since l 6 1
2δ

1/2
q+1 =

Tq−Tq+1

2 , by (4.6) we know that ρl − 1 = vl = R̊l = Ml = 0 on

[0,
Tq+Tq+1

2 ].

Then by the mollification estimates in Lemma A.6, the space-time embedding W d+1+ǫ,1 ⊂ L∞ and the

bounds (4.4), (4.5), (5.1) we obtain

‖R̊l‖L1
tL

1 6 ‖R̊q‖L1
tL

1 + Cl2‖vq‖2C1
t,x

6 C2
0δq+1 + CC2

0 l
2λ8d+6

q 6 2C2
0δq+1, (5.4)

‖Ml‖L1
tL

1 6 ‖Mq‖L1
tL

1 + Cl2‖vq‖C1
t,x
‖ρq‖C1

t,x
6 C2

0δ
2
q+2 + CC2

0 l
2λ7d+5

q 6 2C2
0δ

2
q+2, (5.5)

and for N > 0,

‖R̊l‖CN
t,x

. l−d−1−ǫ−N‖R̊q‖L1
tL

1 + l2−N‖vq‖2C1
t,x

. l−d−1−ǫ−N + l2−Nλ8d+6
q . l−d−2−N , (5.6)

‖Ml‖CN
t,x

. l−d−1−ǫ−N‖Mq‖L1
tL

1 + l2−N‖vq‖C1
t,x
‖ρq‖C1

t,x
. l−d−1−ǫ−N + l2−Nλ7d+5

q . l−d−2−N ,

(5.7)

where we use l−1 to absorb the implicit constants by choosing a large enough.

5.2. The construction of perturbations and inductive estimates. As outlined in Section 1.4, we proceed

with the construction of the perturbation (wq+1 + wq+1, θq+1), ensuring that the supports of (wq+1, θq+1)
and wq+1 are disjoint. The perturbation (wq+1, θq+1) is designed to cancel the stress terms Mq. At the same

time, the perturbationswq+1 are exclusively utilized to cancel the stress terms R̊q . In contrast to the previous

case, this extra product wq+1 ⊗ wq+1 is already sufficiently small since we use two distinct scales for two

equations during the iteration (see the inductive condition (4.5)).

5.2.1. Construction ofwq+1 and θq+1. Let us now proceed with the construction of the perturbation (wq+1, θq+1)
by employing the building blocks and temporal jets introduced in Section C.1.

For given p, r, s and d, we choose the parameters λ, r⊥, r‖, η as follows:

Lemma 5.1. Let d > 2, (p, r, s) ∈ A and p > 1. There exists a choice of parameters λ, r⊥, r‖, η and

N = N(p, r, s, d) ∈ N, such that

λ−1 ≪ r⊥ ≪ r‖ ≪ 1, η−1 6 λd, (5.8)

and

max{r⊥
r‖
, r−1

⊥ λ−1, λr
d−1
s

− d−1
2

⊥ r
1
s
− 1

2

‖ η
1
2 , r

d−1
2

⊥ r
1
2

‖ η
− 1

2 , r
d−1
p

− d−1
2

⊥ r
1
p
− 1

2

‖ η
1
r
− 1

2 } 6 λ−
1
N . (5.9)
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Proof. For any (p, r, s) ∈ A and p > 1, it is easy to see that there exists k ∈ Q, k > 1 such that

1

r
− 1

2
+ k(

1

p
− 1

2
) > 0,

1

d
<

1

2k
− 1

2
+

1

s
.

Then there exists M ∈ N such that 1
r − 1

2 + k( 1p − 1
2 ) >

1
M , 1

d < (1− 1
M )( 1

2k − 1
2 +

1
s ). We choose N ∈ N

large enough such that N > max{M, 2kM2

(M−1)d ,
4Mk

d(M−1)(k−1)} and 1
d − (1− 1

M )( 1
2k − 1

2 +
1
s ) 6 − 2

dN . Then

we define η := λ−
d
k
(1− 1

M
), r⊥ := λ−1+ 1

M ≫ λ−1, r‖ := λ−1+ 1
M

+ 1
N and have

r⊥
r‖

= λ−
1
N , r−1

⊥ λ−1 = λ−
1
M 6 λ−

1
N , r

d−1
2

⊥ r
1
2

‖ η
− 1

2 6 λ−(1− 1
M

) d
2 (1−

1
k
)+ 1

N 6 λ−
1
N ,

λr
d−1
s

−d−1
2

⊥ r
1
s
− 1

2

‖ η
1
2 6 λ1−(1− 1

M
)d( 1

2k− 1
2+

1
s
)+ 1

N 6 λ−
1
N ,

r
d−1
p

−d−1
2

⊥ r
1
p
− 1

2

‖ η
1
r
− 1

2 6 λ−(1− 1
M

) d
k
( 1
r
− 1

2+k( 1
p
− 1

2 ))+
1
N 6 λ−(1− 1

M
) d
k

1
M

+ 1
N 6 λ−

1
N .

�

Then we choose λ := λq+1, and r⊥, r‖, η in terms of λq+1 according to Lemma 5.1. Moreover, we define

λ := λq+1, µ := r
− 1

2

‖ r
− d−1

2

⊥ λ
1

2N
q+1 6 λ

d
2
q+1, µ := r

− 1
2

‖ r
− d−1

2

⊥ 6 λ
d
2
q+1, σ := λ

1
2N
q+1. (5.10)

It is required that b is a multiple of M to ensure that λr⊥ = a(b
q+1)/M ∈ N, where M is given in Lemma

5.1.

Next, using the building blocks introduced in Section C.1, we define the perturbation (wq+1, θq+1)
similarly to that in [BCDL21, Section 5.3]. Let χ ∈ C∞

c (− 3
4 ,

3
4 ) be a non-negative function such that

∑

n∈Z
χ(t − n) = 1 for every t ∈ R. Let χ̃ ∈ C∞

c (− 4
5 ,

4
5 ) be a non-negative function satisfying χ̃ = 1 in

[− 3
4 ,

3
4 ] and

∑

n∈Z
χ̃(t− n) 6 2.

We fix a parameter ζ = 20/δ2q+3 and consider two disjoint sets Λ1,Λ2 introduced in Lemma B.1 with

d > 2. Next, we use the notation Λi = Λ1 for i odd, and Λi = Λ2 for i even. In the following we abuse the

notation and define for n ∈ N

W(ξ,g)(x, t) :=W(ξ)(x, (
n

ζ
)1/2H(ξ)(t)).

Similarly, we could define Θ(ξ,g), V(ξ,g) and all other terms appearing in Section C.1.1. Now by the identity

(C.3), the definition of H(ξ)(t) in (C.15) and the choice of µ in (5.10) we have

∂tΘ(ξ,g) + (
n

ζ
)1/2g(ξ)div(W(ξ,g)Θ(ξ,g)) = 0. (5.11)

As the next step, we define the principle part of the perturbationwq+1 by

w
(p)
q+1 :=

∑

n>3

χ̃(ζ|Ml| − n)
(n

ζ

)1/2 ∑

ξ∈Λn

W(ξ,g)g(ξ).

We remark that here and in the following the first sum runs for n in the range

3 6 n 6 1 + ζ|Ml| 6 1 + l−2/3−d−1−ǫ‖Ml‖L1
tL

1 6 1 + Cl−d−2 (5.12)

because of the bounds (5.1), (5.4) and the space-time Sobolev embeddingW d+1+ǫ,1 ⊂ L∞. Here we choose

a large enough to absorb the embedding constant.
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Moreover, we define the incompressibility corrector by

w
(c)
q+1 :=

∑

n>3

∑

ξ∈Λn

(

− χ̃(ζ|Ml| − n)(
n

ζ
)1/2

1

(n∗λq+1)2
∇Φ(ξ,g)ξ · ∇ψ(ξ,g)

+∇(χ̃(ζ|Ml| − n))(
n

ζ
)1/2 : V(ξ,g)

)

g(ξ).

Here we denote (∇(χ̃(ζ|Ml| − n)) : V(ξ,g))
i :=

∑d
j=1 ∂j(χ̃(ζ|Ml| − n))V ij

(ξ,g), i = 1, 2, ..., d.

By the identity (C.4) we have

w
(p)
q+1 + w

(c)
q+1 =

∑

n>3

∑

ξ∈Λn

div
(

χ̃(ζ|Ml| − n)(
n

ζ
)1/2V(ξ,g)

)

g(ξ). (5.13)

Since V(ξ,g) is skew-symmetric, we obtain

div(w
(p)
q+1 + w

(c)
q+1) = 0.

Then we define the principle part of the perturbation θq+1 by

θ
(p)
q+1 : =

∑

n>3

χ(ζ|Ml| − n)(
n

ζ
)1/2

∑

ξ∈Λn

Γξ

( Ml

|Ml|
)

Θ(ξ,g)g(ξ), (5.14)

where Γξ is introduced in Lemma B.1. θ
(p)
q+1 is non-negative since all the components are non-negative.

The mean corrector is defined by

θ
(c)
q+1 : = −P0θ

(p)
q+1,

where we recall that P0f =
ffl

Td fdx.

Using the fact that g(ξ) have disjoint support, the identity (C.2) above, the geometry Lemma B.1 and the

fact that χχ̃ = χ we obtain

w
(p)
q+1θ

(p)
q+1 =

∑

n>3

χ(ζ|Ml| − n)
n

ζ

∑

ξ∈Λn

Γξ

( Ml

|Ml|
)

W(ξ,g)Θ(ξ,g)g
2
(ξ)

=
∑

n>3

∑

ξ∈Λn

χ(ζ|Ml| − n)
n

ζ
Γξ

( Ml

|Ml|
)

P 6=0(W(ξ,g)Θ(ξ,g))g
2
(ξ)

+
∑

n>3

∑

ξ∈Λn

χ(ζ|Ml| − n)
n

ζ
Γξ

( Ml

|Ml|
)

ξ(g2(ξ) − 1) +
∑

n>3

χ(ζ|Ml| − n)
n

ζ

Ml

|Ml|
. (5.15)

We observe that in (5.15), there is an undesirable term of the form (·)(g2(ξ) − 1) arising from the temporal

intermittency. To deal with this term, we define the temporal corrector as follows:

θ
(o)
q+1 : = −σ−1

∑

n>3

∑

ξ∈Λn

h(ξ)div
(

χ(ζ|Ml| − n)
n

ζ
Γξ

( Ml

|Ml|
)

ξ
)

.

Recalling the definition of h(ξ)(t) in (C.15) we have

∂tθ
(o)
q+1 +

∑

n>3

∑

ξ∈Λn

(g2(ξ) − 1)div
(

χ(ζ|Ml| − n)
n

ζ
Γξ

( Ml

|Ml|
)

ξ
)

= −σ−1
∑

n>3

∑

ξ∈Λn

h(ξ)∂tdiv
(

χ(ζ|Ml| − n)
n

ζ
Γξ

( Ml

|Ml|
)

ξ
)

. (5.16)
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Finally, the perturbations are defined as

wq+1 := w
(p)
q+1 + w

(c)
q+1, θq+1 := θ

(p)
q+1 + θ

(c)
q+1 + θ

(o)
q+1,

wherewq+1 is mean-zero and divergence-free, and θq+1 is mean-zero. SinceMl(t) = 0 for t ∈ [0,
Tq+Tq+1

2 ],

by definition we know that wq+1(t) = θq+1(t) = 0 for t ∈ [0,
Tq+Tq+1

2 ].

The new scalar ρq+1 is defined by

ρq+1 := θq+1 + ρl,

which satisfies
´

Td ρq+1dx = 1. Consequently, since ρl = 1 for t ∈ [0,
Tq+Tq+1

2 ], we have ρq+1(t) = 1 for

t ∈ [0,
Tq+Tq+1

2 ].

5.2.2. Estimates of wq+1. First we establish the estimate of the amplitude functions defined in Section 5.2.1.

Proposition 5.2. For N ∈ N0 we have
∑

n>3

‖χ(ζ|Ml| − n)‖CN
t,x

+
∑

n>3

‖χ̃(ζ|Ml| − n)‖CN
t,x

. l−(d+4)N−(d+2),

∑

n>3

∑

ξ∈Λn

∥

∥

∥

∥

χ(ζ|Ml| − n)Γξ

( Ml

|Ml|
)

∥

∥

∥

∥

CN
t,x

. l−(2d+8)N−(d+2),

(n

ζ

)N

1{χ(ζ|Ml|−n)>0} +
(n

ζ

)N

1{χ̃(ζ|Ml|−n)>0} . l−N(d+2).

We give the proof of this lemma in Appendix B.3.

Recalling thatwq+1 = w
(p)
q+1+w

(c)
q+1 is defined in Section 5.2.1, we first estimate w

(p)
q+1 in the L2

tL
2-norm.

Similar as in (5.15) we have

|w(p)
q+1|2 .

∑

n>3

χ̃(ζ|Ml| − n)
n

ζ

∑

ξ∈Λn

|W(ξ,g)|2g2(ξ).

Then by the improved Hölder inequality in Lemma A.8, the estimate of χ̃ in Proposition 5.2, the bounds

(C.7) and (5.9) we have

‖w(p)
q+1(t)‖2L2 .

∑

n>3

∥

∥

∥

∥

χ̃(ζ|Ml(t)| − n)
n

ζ

∥

∥

∥

∥

L1

∑

ξ∈Λn

‖W(ξ,g)‖2CtL2g2(ξ)(t)

+ (r⊥λq+1)
−1

∥

∥

∥

∥

χ̃(ζ|Ml| − n)
n

ζ

∥

∥

∥

∥

C1
t,x

∑

ξ∈Λn

‖W(ξ,g)‖2CtL2g2(ξ)(t)

.
(

∥

∥

∑

n>3

χ̃(ζ|Ml(t)| − n)(|Ml(t)|+ ζ−1)
∥

∥

L1 + l−3d−8λ
− 1

N

q+1

)

∑

ξ∈Λ1∪Λ2

g2(ξ)(t)

. (‖Ml(t)‖L1 + δ2q+2)
∑

ξ∈Λ1∪Λ2

g2(ξ)(t),

where we used the facts that χ̃ is non-negative,
∑

n∈Z
χ̃(t− n) 6 2, and used conditions on the parameters

to have (6d + 16)α − 1
N < −α < −4βb. Then we apply the improved Hölder inequality of Lemma A.8

again in time. Together with the bounds on g(ξ) in (C.16), Ml in (5.5), (5.7) and the choice of parameters in

(5.1) we obtain

‖w(p)
q+1‖2L2

tL
2 . (‖Ml‖L1

tL
1 + δ2q+2 + σ−1‖Ml‖C1

t,x
)‖

∑

ξ∈Λ1∪Λ2

g2(ξ)‖L1
t
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. C2
0 (δ

2
q+2 + λ

(2d+6)α− 1
2N

q+1 ) . C2
0 (δ

2
q+2 + λ−α

q+1) .
C2

0

16
δ2q+2, (5.17)

where we used conditions on the parameters to have (2d+ 8)α < 1
2N .

For the general Lu
t L

m-norm with u,m ∈ [1,∞], by the estimates for the building blocks in (C.5)-(C.7)

and the estimates for χ̃ in Proposition 5.2 we obtain

‖w(p)
q+1‖Lu

t L
m .

∑

n>3

∑

ξ∈Λn

∥

∥

∥

∥

χ̃(ζ|Ml| − n)
(n

ζ

)1/2
∥

∥

∥

∥

C0
t,x

‖W(ξ,g)‖CtLm‖g(ξ)‖Lu
t

. l−2d−4r
d−1
m

− d−1
2

⊥ r
1
m

− 1
2

‖ η
1
u
− 1

2 , (5.18)

‖w(c)
q+1‖Lu

t L
m .

∑

n>3

∑

ξ∈Λn

∥

∥

∥

∥

χ̃(ζ|Ml| − n)
(n

ζ

)1/2
∥

∥

∥

∥

C1
t,x

×
( 1

λ2q+1

‖∇Φ(ξ,g)ξ · ∇ψ(ξ,g)‖Lm + ‖V(ξ,g)‖Lm

)

‖g(ξ)‖Lu
t

. l−3d−8r
d−1
m

− d−1
2

⊥ r
1
m

− 1
2

‖

(r⊥
r‖

+ λ−1
q+1

)

η
1
u
− 1

2 . l−3d−8r
d−1
m

− d−1
2

⊥ r
1
m

− 1
2

‖ η
1
u
− 1

2λ
− 1

N

q+1 . (5.19)

Combining these with the choice of parameters in (5.1), (5.9), and the bound (5.17) we obtain

‖wq+1‖L2
tL

2 .
C0

4
δq+2 + l−3d−8λ

− 1
N

q+1 6
3C0

8
δ
1/2
q+2, (5.20)

where we used conditions on the parameters to have (6d+ 16)α− 1
N < −α < −βb. We also selected δ

1/2
q+2

to be small enough by choosing a large enough to absorb the universal constant.

By the above bounds (5.18), (5.19) and the choice of parameters in (5.1), (5.9) we have

‖wq+1‖Lr
tL

p . l−3d−8r
d−1
p

− d−1
2

⊥ r
1
p
− 1

2

‖ η
1
r
− 1

2 . λ
(6d+16)α− 1

N

q+1 . λ−α
q+1, (5.21)

‖wq+1‖CtL1 . l−3d−8r
d−1
2

⊥ r
1
2

‖ η
− 1

2 . λ
(6d+16)α− 1

N

q+1 . λ−α
q+1, (5.22)

where we used conditions on the parameters to have (6d+ 17)α < 1
N .

Next, we estimate the C2
t,x-norm. By the fact that

∂t(V(ξ,g)(t)) =
(n

ζ

)1/2

g(ξ)

(

∂tV(ξ)

)((n

ζ

)1/2

H(ξ)(t)
)

,

and the estimates for the building blocks in (C.7), (C.16), the identity (5.13) and the estimates for the ampli-

tude functions in Proposition 5.2 we have

‖wq+1‖C2
t,x

.
∑

n>3

∑

ξ∈Λn

‖χ̃(ζ|Ml| − n)(
n

ζ
)1/2‖C3

t,x

(

‖g(ξ)∇V(ξ,g)‖C2
t,x

+ ‖g(ξ)V(ξ,g)‖C2
t,x

)

.
∑

n>3

‖χ̃(ζ|Ml| − n)(
n

ζ
)3/2‖C3

t,x
λ2q+1µ

2r
− 1

2

‖ r
− d−1

2

⊥ σ2η−
5
2 . λ

(12d+36)α+4d+ 5
2

q+1 6 λ4d+3
q+1 ,

(5.23)

where we used (5.8) (5.10), and conditions on the parameters to have (12d+ 36)α < 1
2 .
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We conclude this part with estimates in W 1,s-norms. By the estimates for the building blocks in (C.7),

(C.16), and the estimate for the amplitude functions in Proposition 5.2 we obtain

‖wq+1‖L1
tW

1,s .
∑

n>3

∑

ξ∈Λn

‖χ̃(ζ|Ml| − n)(
n

ζ
)1/2‖C2

t,x
‖V(ξ,g)‖CtW 2,s‖g(ξ)‖L1

t

. l−4d−12λq+1r
d−1
s

− d−1
2

⊥ r
1
s
− 1

2

‖ η
1
2 . λ

(8d+24)α− 1
N

q+1 . λ−α
q+1, (5.24)

where we used (5.1), (5.9) and conditions on the parameters to have (8d+ 25)α < 1
N .

5.2.3. Estimates of θq+1. Recall that θq+1 is defined in Section 5.2.1. We first estimate θ
(p)
q+1 in L2

tL
2-norm

by a similar argument as in (5.17). Noting the fact that Γξ are uniformly bounded, we have

|θ(p)q+1|2 .
∑

n>3

χ(ζ|Ml| − n)
n

ζ

∑

ξ∈Λn

∣

∣

∣

∣

Γξ

( Ml

|Ml|
)

Θ(ξ,g)

∣

∣

∣

∣

2

g2(ξ) .
∑

n>3

χ(ζ|Ml| − n)
n

ζ

∑

ξ∈Λn

∣

∣Θ(ξ,g)

∣

∣

2
g2(ξ).

Then by the same argument as in (5.17), we have for some Cρ > 1

‖θ(p)q+1‖2L2
tL

2 . (‖Ml‖L1
tL

1 + δq+2 + σ−1‖Ml‖C1
t,x
)

∥

∥

∥

∥

∥

∥

∑

ξ∈Λ1∪Λ2

g2(ξ)

∥

∥

∥

∥

∥

∥

L1
t

. C2
0 (δq+2 + λ

(2d+6)α− 1
2N

q+1 ) . C2
0 (δq+2 + λ−α

q+1) 6
C2

ρC
2
0

4
δq+2, (5.25)

where we used (5.1) and conditions on the parameters to have (2d+ 7)α < 1
2N .

For the general Lu
t L

m-norm with m,u ∈ [1,∞], by the same argument as (5.18), we have

‖θ(p)q+1‖Lu
t L

m . l−2d−4r
d−1
m

− d−1
2

⊥ r
1
m

− 1
2

‖ η
1
u
− 1

2 . (5.26)

Moreover, by the estimate for h(ξ) in (C.16) and Proposition 5.2 we have

‖θ(c)q+1‖Ct
. ‖θ(p)q+1‖CtL1 . l−2d−4r

d−1
2

⊥ r
1
2

‖ η
− 1

2 . λ
(4d+8)α− 1

N

q+1 . λ−α
q+1, (5.27)

‖θ(o)q+1‖CtW 1,∞ . σ−1
∑

n>3

∑

ξ∈Λn

‖h(ξ)‖L∞
t

∥

∥

∥

∥

χ(ζ|Ml| − n)
n

ζ
Γξ

( Ml

|Ml|
)

ξ

∥

∥

∥

∥

W 2,∞

. σ−1l−6d−20 . λ
(12d+40)α− 1

2N
q+1 . λ−α

q+1. (5.28)

where we used (5.9), (5.10) and the conditions on the parameters to deduce (12d+ 41)α < 1
2N and choose

a large enough to absorb the universal constant. Then together with the bound (4.4) and (5.1) we show that

‖ρq+1 − ρq‖L2
tL

2 6 ‖θq+1‖L2
tL

2 + l‖ρq‖C1
t,x

6
CρC0

2
δ
1/2
q+2 + Cλ−α

q+1 + C0lλ
3d+2
q 6 CρC0δ

1/2
q+2,

once we choose a large enough in order to absorb the universal constant. Then we have (4.7) and then (4.3)

for ρq+1.

Furthermore, together with the bounds (4.4) and (5.26)-(5.28) we have

‖ρq+1 − ρq‖Lr
tL

p 6 ‖θq+1‖Lr
tL

p + l‖ρq‖C1
t,x

. l−2d−4r
d−1
p

− d−1
2

⊥ r
1
p
− 1

2

‖ η
1
r
− 1

2 + λ−α
q+1 + C0lλ

3d+2
q

. λ
(4d+8)α− 1

N

q+1 + λ−α
q+1 . λ−α

q+1 6 δ
1/2
q+2,

where we used (5.1), (5.9) and conditions on the parameters to have (4d + 9)α < 1
N and choose a large

enough to absorb the universal constant. Consequently, we obtain the first bound in (4.9).
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The second bound in (4.9) can be derived by using the above bounds again:

‖ρq+1 − ρq‖CtL1 6 ‖θq+1‖CtL1 + l‖ρq‖C1
t,x

. l−2d−4r
d−1
2

⊥ r
1
2

‖ η
− 1

2 + λ−α
q+1 + C0lλ

3d+2
q

. λ
(4d+8)α− 1

N

q+1 + λ−α
q+1 . λ−α

q+1 6 δ
1/2
q+2,

where we use conditions on the parameters to have (4d + 9)α < 1
N choose a large enough to absorb the

universal constant.

Since θ
(p)
q+1 is non-negative, by the estimates for ρq, θ

(c)
q+1 and θ

(o)
q+1 in (4.4), (5.27) and (5.28) respectively

we obtain

inf
t∈[0,1]

(ρq+1 − ρq) > −‖θ(c)q+1‖Ct
− ‖θ(o)q+1‖C0

t,x
− ‖ρl − ρq‖C0

t,x
> −Cλ−α

q+1 − lC0λ
3d+2
q > −δ1/2q+2,

which yields the last bound in (4.9). Here we used (5.1) and choose a large enough to absorb the universal

constant.

Now we estimate θq+1 in C1
t,x-norm. By the estimates for the building blocks and the amplitude functions

in (C.8), (C.16) and Proposition 5.2 respectively, we have

‖θ(c)q+1‖C1
t,x

. ‖θ(p)q+1‖C1
t,x

.
∑

n>3

∑

ξ∈Λn

∥

∥

∥

∥

χ(ζ|Ml| − n)(
n

ζ
)1/2Γξ

( Ml

|Ml|
)

∥

∥

∥

∥

C1
t,x

‖Θ(ξ,g)‖C1
t,x
‖g(ξ)‖C1

t

. l−4d−12λq+1µr
− 1

2

‖ r
− d−1

2

⊥ ση−2 . λ
(8d+24)α+3d+ 3

2
q+1 ,

‖θ(o)q+1‖C1
t,x

. σ−1
∑

n>3

∑

ξ∈Λn

‖h(ξ)‖C1
t

∥

∥

∥

∥

χ(ζ|Ml| − n)
n

ζ
Γξ

( Ml

|Ml|
)

ξ

∥

∥

∥

∥

W 2,∞

. λ
(12d+40)α+d
q+1 .

where we used (5.8) and (5.10). By choosing (8d+ 24)α < 1/2 we deduce

‖ρq+1‖C1
t,x

6 ‖ρl‖C1
t,x

+ ‖θq+1‖C1
t,x

6 C0λ
3d+2
q + λ3d+2

q+1 6 C0λ
3d+2
q+1 .

which implies (4.4) for ρq+1.

Finally, we consider the bound of θ
(p)
q+1 in W 1,s-norm which will be used below. By the estimates on the

building blocks in (C.8), (C.16) and on the amplitude functions in Proposition 5.2 we obtain

‖θ(p)q+1‖L1
tW

1,s .
∑

n>3

∑

ξ∈Λn

∥

∥

∥

∥

χ(ζ|Ml| − n)(
n

ζ
)1/2Γξ

( Ml

|Ml|
)

∥

∥

∥

∥

C1
t,x

‖Θ(ξ,g)‖CtW 1,s‖g(ξ)‖L1
t

. l−4d−12λq+1r
1
s
− 1

2

‖ r
d−1
s

− d−1
2

⊥ η
1
2 . λ

(8d+24)α− 1
N

q+1 . λ−α
q+1, (5.29)

where we used (5.9) and conditions on the parameters to have (8d+ 25)α < 1
N .

5.2.4. Construction of the perturbation wq+1. Let us now proceed with the construction of the perturbation

wq+1 by employing the generalized intermittent jets and temporal jets introduced in Section C.1.

As the next step, we shall define certain amplitude functions used in the definition of the perturbations

wq+1. For any ξ ∈ Λ, we define

A := 2

√

l2 + |R̊l|2, a(ξ) := A1/2γξ(Id − R̊l

A
),

where γξ is introduced in Lemma B.2. Since we have

|Id − R̊l

A
− Id| 6 1/2,
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by Lemma B.2 it follows that

A Id − R̊l =
∑

ξ∈Λ

Aγ2ξ (Id − R̊l

A
)ξ ⊗ ξ =

∑

ξ∈Λ

a2(ξ)ξ ⊗ ξ. (5.30)

We have the following estimate for the amplitude function.

Proposition 5.3. For ξ ∈ Λ and N ∈ N0 we have

‖a(ξ)‖CN
t,x

. l−2d−3−(d+4)N . (5.31)

The proof of this proposition is given in Appendix B.3.

Now recalling the temporal jets H(ξ)(t) in Section C.1.3 we define

W (ξ,g)(x, t) =W (ξ)(x,H(ξ)(t)),

and similarly define V (ξ,g), ϕ(ξ,g) and other terms appearing in Section C.1.2.

With these preparations in hand, we define the principal part

w
(p)
q+1 : =

∑

ξ∈Λ

a(ξ)W (ξ,g)g(ξ),

and by the identity (5.30) and the fact that g(ξ) have disjoint support we have

(w
(p)
q+1 + w

(p)
q+1)⊗ (w

(p)
q+1 + w

(p)
q+1) + R̊l = w

(p)
q+1 ⊗ w

(p)
q+1 + w

(p)
q+1 ⊗ w

(p)
q+1 + R̊l

=
∑

ξ∈Λ

a2(ξ)W (ξ,g) ⊗W (ξ,g)g
2
(ξ) −

∑

ξ∈Λ

a2(ξ)ξ ⊗ ξ + w
(p)
q+1 ⊗ w

(p)
q+1 +AId

=
∑

ξ∈Λ

a2(ξ)P 6=0(W (ξ,g) ⊗W (ξ,g))g
2
(ξ) + w

(p)
q+1 ⊗ w

(p)
q+1, (5.32)

where we use the notation P 6=0f := f −
ffl

Td fdx.

We define the incompressibility corrector by

w
(c)
q+1 :=

∑

ξ∈Λ

− 1

(n∗λq+1)2
a(ξ)∇Φ(ξ,g)ξ · ∇ψ(ξ,g)g(ξ) +∇a(ξ) : V (ξ,g)g(ξ). (5.33)

Here (∇a(ξ) : V (ξ,g))
i =

∑d
j=1 ∂ja(ξ)V

ij

(ξ,g), i = 1, 2, ..., d.

By identity (C.11) we have

w
(p)
q+1 + w

(c)
q+1 =

∑

ξ∈Λ

(a(ξ)divV (ξ,g) +∇a(ξ) : V (ξ,g))g(ξ) =
∑

ξ∈Λ

div(a(ξ)V (ξ,g))g(ξ). (5.34)

Since a(ξ)V (ξ,g) is skew-symmetric, we obtain

div(w
(p)
q+1 + w

(c)
q+1) = 0.

Next we looking back at (5.32), we see that there are still two bad terms that we need to deal with (in fact,

we need to deal with the divergence of the these terms). To this end, we introduce the temporal corrector

w
(t)
q+1 :=

1

µ

∑

ξ∈Λ

P 6=0PH(a
2
(ξ)ψ

2

(ξ,g)φ
2

(ξ,g)ξ)g(ξ), (5.35)
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where PH is the Helmholtz projection. By a direct computation and (C.9) we obtain

∂tw
(t)
q+1 +

∑

ξ∈Λ

P 6=0(a
2
(ξ)g

2
(ξ)div(W (ξ,g) ⊗W (ξ,g)))

=
1

µ

∑

ξ∈Λ

PHP 6=0∂t(a
2
(ξ)g(ξ)ψ

2

(ξ,g)φ
2

(ξ,g)ξ)−
1

µ

∑

ξ∈Λ

P 6=0(a
2
(ξ)g(ξ)∂t(ψ

2

(ξ,g)φ
2

(ξ,g)ξ))

= (PH − Id)
1

µ

∑

ξ∈Λ

P 6=0∂t(a
2
(ξ)g(ξ)ψ

2

(ξ,g)φ
2

(ξ,g)ξ) +
1

µ

∑

ξ∈Λ

P 6=0(∂t(a
2
(ξ)g(ξ))ψ

2

(ξ,g)φ
2

(ξ,g)ξ). (5.36)

Note that the first term on the right hand side can be viewed as a pressure term.

Similarly as before, to handle the undesirable term of the form (·)(g2(ξ) − 1) in (5.32), we define a new

perturbation term

w
(o)
q+1 : = −σ−1PHP 6=0

∑

ξ∈Λ

h(ξ)div(a
2
(ξ)ξ ⊗ ξ),

which implies that

∂tw
(o)
q+1 +

∑

ξ∈Λ

(g2(ξ) − 1)div(a2(ξ)ξ ⊗ ξ) = ∇p− σ−1PHP 6=0

∑

ξ∈Λ

h(ξ)∂tdiv(a
2
(ξ)ξ ⊗ ξ). (5.37)

Here p denotes some pressure term.

Finally, the total perturbation wq+1 and the new velocity vq+1 are defined by

wq+1 := χqw
(p)
q+1 + χqw

(c)
q+1 + χ2

qw
(t)
q+1 + χ2

qw
(o)
q+1, vq+1 := vl + wq+1 + wq+1,

which are mean-zero and divergence-free. Here χq is a smooth time cut off satisfying χq = 0 for t 6 Tq+1,

χq = 1 for t >
Tq+Tq+1

2 and for n > 0

‖χq‖Cn
t
. (Tq − Tq+1)

−n . l−n. (5.38)

Then we obtain vq+1 = 0 on [0, Tq+1].

5.2.5. Estimates of wq+1. Recall that wq+1 is defined in Section 5.2.4. First we estimate w
(p)
q+1 in L2

tL
2-

norm by applying the improved Hölder inequality from Lemma A.8 in the spatial variable. By the definition

of a(ξ), the bounds on W (ξ) and a(ξ) in (C.14) and (5.31) we obtain

‖w(p)
q+1(t)‖2L2 .

∑

ξ∈Λ

(

‖a(ξ)(t)‖2L2 + (r⊥λq+1)
−1‖a(ξ)‖2C1

t,x

)

‖W (ξ,g)‖2CtL2g2(ξ)(t)

.
∑

ξ∈Λ

(‖R̊l(t)‖L1 + l + λ
(12d+28)α− 1

N

q+1 )g2(ξ)(t) . (‖R̊l(t)‖L1 + δq+1)
∑

ξ∈Λ

g2(ξ)(t),

where we used the choice of parameters in (5.9) and conditions on the parameters to have (12d+28)α− 1
N <

−α < −2β. Then we again apply the improved Hölder inequality in Lemma A.8 in time. By the bounds on

g(ξ) and R̊l in (C.16), (5.4) and (5.6) we obtain for some universal constant Cv > 1

‖w(p)
q+1‖2L2

tL
2 . (‖R̊q‖L1

tL
1 + δq+1 + σ−1‖R̊l‖C1

t,x
)‖
∑

ξ∈Λ

g2(ξ)‖L1
t
. C2

0 (δq+1 + σ−1l−d−3)

. C2
0 (δq+1 + λ

(2d+6)α− 1
2N

q+1 ) 6
C2

vC
2
0

16
δq+1, (5.39)

where we used conditions on the parameters to have (2d+ 6)α− 1
2N < −α < −2β.
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Then we turn to bound the perturbations wq+1 in general Lm
t L

n-norm with m ∈ [1,∞], n ∈ (1,∞).
Recalling the choice of parameters in (5.9) and (5.10), the estimates on the building blocks and the amplitude

functions a(ξ) in (C.12)-(C.14), (C.16) and (5.31) respectively, we have that

‖w(p)
q+1‖Lm

t Ln .
∑

ξ∈Λ

‖a(ξ)‖C0
t,x
‖W (ξ,g)‖CtLn‖g(ξ)‖Lm

t
. l−2d−3r

d−1
n

− d−1
2

⊥ r
1
n
− 1

2

‖ η
1
m

− 1
2 , (5.40)

‖w(c)
q+1‖Lm

t Ln .
∑

ξ∈Λ

1

λ2q+1

‖a(ξ)∇Φ(ξ,g)ξ · ∇ψ(ξ,g)‖CtLn‖g(ξ)‖Lm
t
+
∑

ξ∈Λ

‖∇a(ξ) : V (ξ,g)‖CtLn‖g(ξ)‖Lm
t

. l−3d−7r
d−1
n

− d−1
2

⊥ r
1
n
− 1

2

‖ (
r⊥
r‖

+
1

λq+1
)η

1
m

− 1
2 . l−3d−7r

d−1
n

− d−1
2

⊥ r
1
n
− 1

2

‖ η
1
m

− 1
2λ

− 1
N

q+1 , (5.41)

‖w(t)
q+1‖Lm

t Ln . µ−1
∑

ξ∈Λ

‖a(ξ)‖2C0
t,x
‖ψ(ξ,g)‖2CtL2n‖φ(ξ,g)‖2CtL2n‖g(ξ)‖Lm

t

. l−4d−6µ−1r
d−1
n

−d+1

⊥ r
1
n
−1

‖ η
1
m

− 1
2 . l−4d−6r

d−1
n

− d−1
2

⊥ r
1
n
− 1

2

‖ η
1
m

− 1
2λ

− 1
2N

q+1 , (5.42)

and together with the boundedness of h(ξ) in (C.16), we obtain

‖w(o)
q+1‖CtW 1,∞ . σ−1‖h(ξ)‖L∞

t
‖a2(ξ)‖CtW 2+α,∞ . σ−1l−6d−15 . λ

(12d+30)α− 1
2N

q+1 . λ−α
q+1, (5.43)

where we used conditions on the parameters to have (12d+31)α < 1
2N . Combining the choice of parameters

in (5.9), the bound (5.39) and the fact that ‖χq‖L∞
t

6 1 we obtain

‖wq+1‖L2
tL

2 6
CvC0

4
δ
1/2
q+1 + Cl−4d−6λ

− 1
2N

q+1 + Cλ−α
q+1 6

3CvC0

8
δ
1/2
q+1, (5.44)

where we used the conditions on the parameters to have (8d+12)α− 1
2N < −α < −β. In the last inequality

we choose a large enough to absorb the universal constant.

The above inequality together with the bounds in (4.4), (5.1) and (5.20) yields:

‖vq+1 − vq‖L2
tL

2 6 ‖wq+1‖L2
tL

2 + ‖wq+1‖L2
tL

2 + l‖vq‖C1
t,x

6
3

4
CvC0δ

1/2
q+1 + lC0λ

4d+3
q 6 CvC0δ

1/2
q+1.

Then (4.7) and (4.3) holds for vq+1.

Similarly, recalling the choice of parameters in (5.9) we have the following bounds:

‖wq+1‖Lr
tL

p . l−4d−6r
d−1
p

− d−1
2

⊥ r
1
p
− 1

2

‖ η
1
r
− 1

2 + λ−α
q+1 . λ

(8d+12)α− 1
N

q+1 + λ−α
q+1 . λ−α

q+1, (5.45)

‖wq+1‖CtL1 . ‖wq+1‖CtL1+ǫ . l−4d−6r
d−1
2

⊥ r
1
2

‖ η
− 1

2 λdǫq+1 + σ−1l−6d−15

. λ
(8d+13)α− 1

N

q+1 + λ
(12d+30)α− 1

2N
q+1 . λ−α

q+1, (5.46)

where we choose ǫ > 0 small enough such that dǫ < α and choose the parameters such that (12d+ 31)α <
1
2N . Together with the bounds on vq, wq+1 in (4.4), (5.21) and (5.22) respectively we obtain

‖vq+1 − vq‖Lr
tL

p . ‖wq+1‖Lr
tL

p + ‖wq+1‖Lr
tL

p + l‖vq‖C1
t,x

. λ−α
q+1 + lC0λ

4d+3
q . λ−α

q+1 6 δ
1/2
q+1,

‖vq+1 − vq‖CtL1 . ‖wq+1‖CtL1 + ‖wq+1‖CtL1 + l‖vq‖C1
t,x

. λ−α
q+1 + lC0λ

4d+3
q . λ−α

q+1 6 δ
1/2
q+1,

where in the last inequality we choose a large enough to absorb the universal constant. Then we obtain the

first two bounds in (4.8).
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Next we estimate the C2
t,x-norm. Taking into account the fact that

∂t

(

V (ξ,g)(t)
)

= g(ξ)(t)(∂tV (ξ))(H(ξ)(t)),

and using the estimates on the building blocks ψ(ξ), φ(ξ), V (ξ), g(ξ) in (C.12)-(C.14), (C.16) respectively, the

estimates on a(ξ) in (5.31) and the identity (5.34) we have

‖w(p)
q+1 + w

(c)
q+1‖C2

t,x
.
∑

ξ∈Λ

‖a(ξ)‖C3
t,x
(‖g(ξ)∇V (ξ,g)‖C2

t,x
+ ‖g(ξ)V (ξ,g)‖C2

t,x
)

. l−5d−15λ2q+1µ
2r

− 1
2

‖ r
− d−1

2

⊥ σ2η−
5
2 . λ

(10d+30)α+4d+ 5
2

q+1 ,

‖w(t)
q+1‖C2

t,x
.

1

µ

∑

ξ∈Λ

2
∑

i=0

‖a2(ξ)ψ
2

(ξ,g)φ
2

(ξ,g)g(ξ)‖Ci
tW

2−i+α,∞

. l−6d−14λ2+α
q+1µr

−3
‖ r−d+3

⊥ σ2η−
5
2 . λ

(12d+29)α+4d+ 5
2

q+1 ,

and by the estimates on h(ξ), a(ξ) in (C.16), (5.31), we have

‖w(o)
q+1‖C2

t,x
. σ−1

∑

ξ∈Λ

‖h(ξ)‖C2‖div(a2(ξ)ξ ⊗ ξ)‖C2+α
t,x

. η−2l−7d−19 . λ
(14d+38)α+2d
q+1 .

Thus by using (5.38) and (12d+ 33)α < 1
2 we obtain

‖wq+1‖C2
t,x

6 (‖χq‖2C1
t
+ ‖χq‖C2

t
)λ

(12d+29)α+4d+ 5
2

q+1 6 λ4d+3
q+1 .

Combining the bounds on wq+1 in (5.23) we get (4.4) for vq+1.

‖vq+1‖C2
t,x

6 ‖vq‖C2
t,x

+ ‖wq+1‖C2
t,x

+ ‖wq+1‖C2
t,x

6 C0λ
4d+3
q + 2λ4d+3

q+1 6 C0λ
4d+3
q+1 .

We conclude this part with the bound in W 1,s-norm. By the estimates for the building blocks ψ(ξ), φ(ξ),

V (ξ), g(ξ) in (C.12)-(C.14), (C.16) respectively and the estimates for a(ξ) in (5.31) it follows that

‖w(p)
q+1 + w

(c)
q+1‖L1

tW
1,s .

∑

ξ∈Λ

‖a(ξ)‖C2
t,x
‖V (ξ,g)‖CtW 2,s‖g(ξ)‖L1

t

. l−4d−11r
d−1
s

− d−1
2

⊥ r
1
s
− 1

2

‖ λq+1η
1
2 . λ

(8d+22)α− 1
N

q+1 . λ−α
q+1,

‖w(t)
q+1‖L1

tW
1,s .

1

µ

∑

ξ∈Λ

‖a2(ξ)‖C1
t,x
‖ψ2

(ξ,g)φ
2

(ξ,g)‖CtW 1,s‖g(ξ)‖L1
t
. l−5d−10µ−1r

d−1
s

−d+1

⊥ r
1
s
−1

‖ λq+1η
1
2

. l−5d−10r
d−1
s

− d−1
2

⊥ r
1
s
− 1

2

‖ λq+1η
1
2 . λ

(10d+20)α− 1
N

q+1 . λ−α
q+1,

where we used (5.9) and conditions on the parameters to have (10d+ 21)α < 1
N . Then since ‖χq‖L∞

t
6 1,

together with the the estimate on w
(o)
q+1 in (5.43) we obtain

‖wq+1‖L1
tW

1,s . λ−α
q+1. (5.47)

Hence together with (5.1) and the bound on wq+1 in (5.24) we deduce

‖vq+1 − vq‖L1
tW

1,s 6 ‖wq+1‖L1
tW

1,s + ‖wq+1‖L1
tW

1,s + l‖vq‖C2
t,x

6 λ−α
q+1 + lC0λ

4d+3
q 6 δ

1/2
q+1,

which implies the last estimate in (4.8). Here in the last inequality we choose a large enough to absorb the

universal constant.
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5.3. The estimates of the stress terms. In this section we complete the proof of Proposition 4.1 by proving

the remaining estimates on the stress terms in (4.5). The stress term Ml will be canceled by the perturbation

(wq+1, θq+1), as will be showed in Section 5.3.1. The estimate of the new stress termMq+1 will be estimated

in Section 5.3.2. The stress term R̊l will be canceled by the perturbationwq+1 will be shown in Section 5.3.3.

The estimate of the new stress term R̊q+1 is contained in Section 5.3.4.

5.3.1. Construction of the stress term Mq+1. First we recall that the supports of g(ξ) are disjoint for different

ξ ∈ Λ1 ∪ Λ2 ∪ Λ. As a result, based on the definitions of the perturbations, we have that

(χqw
(p)
q+1 + χqw

(c)
q+1 + χ2

qw
(t)
q+1)θ

(p)
q+1 = 0.

Then together with the identity div(vq+1θ
(c)
q+1) = θ

(c)
q+1divvq+1 = 0 we obtain that

−divMq+1

= ∂tθq+1 + div(w
(p)
q+1θ

(p)
q+1 −Ml)(:= divMosc)

− κ∆θq+1 + div
(

vlθq+1 + (wq+1 + wq+1)(ρl + θ
(o)
q+1) + (w

(c)
q+1 + χ2

qw
(o)
q+1)θ

(p)
q+1

)

, (:= divMlin)

where we use the inverse divergence operator R1 defined in Section A.1 to define the linear error by

Mlin : = −κR1∆θq+1 + vlθq+1 + (wq+1 + wq+1)(ρl + θ
(o)
q+1) + (w

(c)
q+1 + χ2

qw
(o)
q+1)θ

(p)
q+1.

To define the oscillation error Mosc, by the identities (5.15) and (5.16) we have

divMosc = ∂tθq+1 + div(θ
(p)
q+1w

(p)
q+1 −Ml)

= P 6=0

(

∂tθ
(p)
q+1 + div(θ

(p)
q+1w

(p)
q+1 −Ml) + ∂tθ

(o)
q+1

)

=
∑

n>3

∑

ξ∈Λn

P 6=0

(

∂t

[

χ(ζ|Ml| − n)(
n

ζ
)

1
2Γξ

( Ml

|Ml|
)

g(ξ)

]

Θ(ξ,g)

)

(:= divMosc,t)

+ P 6=0

[

∇[χ(ζ|Ml| − n)
n

ζ
Γξ

( Ml

|Ml|
)

]g2(ξ)P 6=0(W(ξ,g)Θ(ξ,g))
]

(:= divMosc,x)

+ P 6=0

[

χ(ζ|Ml| − n)(
n

ζ
)

1
2 g(ξ)Γξ

( Ml

|Ml|
)

(∂tΘ(ξ,g) + (
n

ζ
)

1
2 g(ξ)div(W(ξ,g)Θ(ξ,g)))

]

+ div
(

∑

n>3

χ(ζ|Ml| − n)
n

ζ

Ml

|Ml|
−Ml

)

(:= divMosc,c)

− σ−1
∑

n>3

∑

ξ∈Λn

h(ξ)∂tdiv
[

χ(ζ|Ml| − n)
n

ζ
Γξ

( Ml

|Ml|
)

ξ
]

(:= divMosc,o),

where the last third term equals to 0 by (5.11). Now by using the inverse divergence operators R1,B1

introduced in Section A.1 we define Mosc :=Mosc,t +Mosc,x +Mosc,c +Mosc.o, where

Mosc,t :=
∑

n>3

∑

ξ∈Λn

R1

(

∂t[χ(ζ|Ml| − n)(
n

ζ
)1/2Γξ

( Ml

|Ml|
)

g(ξ)]Θ(ξ,g)

)

,

Mosc,x :=
∑

n>3

∑

ξ∈Λn

B1

(

∇[χ(ζ|Ml| − n)
n

ζ
Γξ

( Ml

|Ml|
)

],P 6=0(W(ξ,g)Θ(ξ,g))
)

g2(ξ),

Mosc,c :=
∑

n>3

χ(ζ|Ml| − n)
n

ζ

Ml

|Ml|
−Ml,
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Mosc,o := −σ−1
∑

n>3

∑

ξ∈Λn

h(ξ)∂t

(

χ(ζ|Ml| − n)
n

ζ
Γξ

( Ml

|Ml|
)

ξ
)

.

Then we have −Mq+1 := Mosc +Mlin. It is easy to see that Mq+1(t) = 0 on [0, Tq+1], since Ml(t) =
wq+1(t) = wq+1(t) = 0 on [0, Tq+1].

5.3.2. Estimates of the Mq+1. To conclude the proof of Proposition 4.1 we verify the last bound in (4.5) for

Mq+1 by estimating each term in the definition of Mq+1 separately, as done previously.

For the oscillation error, we consider Mosc,t first. By the improved Hölder inequality in Lemma A.8,

the estimates for amplitude functions in Proposition 5.2, and the estimates for the building blocks in (C.8),

(C.16) we obtain

‖Mosc,t‖L1
tL

1 .
∑

n>3

∑

ξ∈Λn

∥

∥

∥

∥

χ(ζ|Ml| − n)(
n

ζ
)1/2Γξ

( Ml

|Ml|
)

∥

∥

∥

∥

C1
t,x

‖Θ(ξ,g)‖CtL1‖g(ξ)‖W 1,1
t

. l−4d−12r
d−1
2

⊥ r
1
2

‖ η
− 1

2σ . λ
(8d+24)α− 1

2N
q+1 . λ−α

q+1,

where we used the choice of parameters in (5.1), (5.9), (5.10), and conditions on the parameters to have

(8d+ 25)α < 1
2N .

For the second term Mosc,x, we obverse that W(ξ)Θ(ξ) is (T/r⊥λq+1)
d-periodic. So, together with the

bounds for the amplitude functions in Proposition 5.2, and the estimates for the building blocks in (C.7),

(C.8), (C.16), we apply Theorem A.4 to obtain

‖Mosc,x‖L1
tL

1 .
∑

n>3

∑

ξ∈Λn

∥

∥

∥

∥

B1

(

∇[χ(ζ|Ml| − n)
n

ζ
Γξ

( Ml

|Ml|
)

],P 6=0(W(ξ,g)Θ(ξ,g))
)

∥

∥

∥

∥

CtL1

∥

∥

∥g2(ξ)

∥

∥

∥

L1
t

.
∑

n>3

∑

ξ∈Λn

∥

∥

∥

∥

χ(ζ|Ml| − n)
n

ζ
Γξ

( Ml

|Ml|
)

∥

∥

∥

∥

C2
t,x

‖W(ξ,g)Θ(ξ,g)‖CtL1(r⊥λq+1)
−1

. l−6d−20(r⊥λq+1)
−1‖Θ(ξ,g)‖CtL2‖W(ξ,g)‖CtL2 . λ

(12d+40)α− 1
N

q+1 . λ−α
q+1,

where we used (5.1), (5.9) and conditions on the parameters to have (12d+ 41)α < 1
N .

For the third term Mosc,c, by a similar argument as in [BCDL21, (31)] we have

|Mosc,c| 6
∣

∣

∣

∣

∣

2
∑

n=−1

χ(ζ|Ml| − n)Ml

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∣

∑

n>3

χ(ζ|Ml| − n)(
n

ζ

Ml

|Ml|
−Ml)

∣

∣

∣

∣

∣

∣

6
3

ζ
+
∑

n>3

χ(ζ|Ml| − n)

∣

∣

∣

∣

n

ζ
− |Ml|

∣

∣

∣

∣

6
3

20
δ2q+3 +

1

20
δ2q+3 6

1

5
C2

0δ
2
q+3.

By the bounds on h(ξ) in (C.16) and the bounds on the amplitude functions in Proposition 5.2 we have

‖Mosc,o‖L1
tL

1 . σ−1
∑

n>3

∑

ξ∈Λn

‖h(ξ)‖L∞
t
‖χ(ζ|Ml| − n)

n

ζ
Γξξ‖C1

t,x

. σ−1l−4d−12 . λ
(8d+24)α− 1

2N
q+1 . λ−α

q+1,

where we used conditions on the parameters to have (8d+ 25)α < 1
2N .

Now we turn to the linear error Mlin, where we note that all terms have already been estimated in the

previous sections. More precisely, by the estimates on θ
(p)
q+1 and θ

(o)
q+1 in (5.29) and (5.28) respectively, we
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have for 0 6 κ 6 1

‖κR1∆θq+1‖L1
tL

1 . ‖θ(p)q+1‖L1
tW

1,s + ‖θ(o)q+1‖L1
tW

1,∞ . λ−α
q+1.

Moreover, according to the estimates of vl, ρl in (4.4), the estimates of θq+1 in (5.26)-(5.28), the estimates

of wq+1 in (5.22), and the estimates of wq+1 in (5.46) we obtain

‖vlθq+1 + (wq+1 + wq+1)(ρl + θ
(o)
q+1) + (w

(c)
q+1 + χ2

qw
(o)
q+1)θ

(p)
q+1‖L1

tL
1

6 ‖vl‖C0
t,x
‖θq+1‖CtL1 + (‖wq+1‖CtL1 + ‖wq+1‖CtL1)(‖ρl‖C0

t,x
+ ‖θ(o)q+1‖C0

t,x
)

+ (‖w(c)
q+1‖L2

tL
2 + ‖w(o)

q+1‖C0
t,x
)‖θ(p)q+1‖L2

tL
2

. CρC0(λ
4d+3
q + 1)l−6d−20(r

d−1
2

⊥ r
1
2

‖ η
− 1

2λdǫq+1 + σ−1) . CρC0λ
(12d+42)α− 1

2N
q+1 . C0λ

−α
q+1,

where we choose ǫ > 0 small enough such that dǫ < α. We also used the bounds in (5.1), (5.9), and

conditions on the parameters to have (12d+ 43)α < 1
2N . In the last inequality we choose a large enough to

absorb the universal constant.

Summarizing all the bounds above we obtain (4.5) for Mq+1:

‖Mq+1‖L1
tL

1 6
1

5
C2

0δ
2
q+3 + CC2

0λ
−α
q+1 6 C2

0δ
2
q+3,

where we choose a large to absorb the universal constant.

5.3.3. Construction of the Reynolds stress R̊q+1. From (4.2), (5.2) and the definition of the perturbations

wq+1, wq+1 we obtain

divR̊q+1 −∇πq+1 +∇πl
= ∂t(χqw

(p)
q+1 + χqw

(c)
q+1 + wq+1)− ν∆(wq+1 + wq+1) + div

(

vl ⊗ (wq+1 + wq+1) + (wq+1 + wq+1)⊗ vl

)

+ div
(

(χqw
(c)
q+1 + χ2

qw
(t)
q+1 + χ2

qw
(o)
q+1 + w

(c)
q+1)⊗ (wq+1 + wq+1)

)

+ div
(

(χqw
(p)
q+1 + w

(p)
q+1)⊗ (χqw

(c)
q+1 + χ2

qw
(t)
q+1 + χ2

qw
(o)
q+1 + w

(c)
q+1)

)

+ ∂t(χ
2
qw

(t)
q+1 + χ2

qw
(o)
q+1) + div

(

(χqw
(p)
q+1 + w

(p)
q+1)⊗ (χqw

(p)
q+1 + w

(p)
q+1) + R̊l

)

,

where by using the inverse divergence operator R introduced in Section A.1 we define

Rlin : = R∂t(χqw
(p)
q+1 + χqw

(c)
q+1 + wq+1)− νR∆(wq+1 + wq+1)

+ vl⊗̊(wq+1 + wq+1) + (wq+1 + wq+1)⊗̊vl.
Rcor : = (χqw

(c)
q+1 + χ2

qw
(t)
q+1 + χ2

qw
(o)
q+1 + w

(c)
q+1)⊗̊(wq+1 + wq+1)

+ (χqw
(p)
q+1 + w

(p)
q+1)⊗̊(χqw

(c)
q+1 + χ2

qw
(t)
q+1 + χ2

qw
(o)
q+1 + w

(c)
q+1).

In order to define the remaining oscillation error in the last line, first by the definition of χq and the

fact that R̊l = wq+1 = w
(p)
q+1 = 0 for t ∈ [0,

Tq+Tq+1

2 ], we know that R̊l = χqR̊l, w
(p)
q+1 = χqw

(p)
q+1 and

wq+1 = χqwq+1. Then we apply the identities (5.32), (5.36)-(5.37) to obtain

∂t(χ
2
qw

(t)
q+1 + χ2

qw
(o)
q+1) + div

(

(χqw
(p)
q+1 + w

(p)
q+1)⊗ (χqw

(p)
q+1 + w

(p)
q+1) + R̊l

)

= χ2
q∂tw

(t)
q+1 + χ2

q

∑

ξ∈Λ

div
(

a2(ξ)P 6=0(W (ξ,g) ⊗W (ξ,g))g
2
(ξ)

)



54 HUAXIANG LÜ, MICHAEL RÖCKNER, AND XIANGCHAN ZHU

+ χ2
q∂tw

(o)
q+1 + χ2

q

∑

ξ∈Λ

div
(

a2(ξ)(g
2
(ξ) − 1)ξ ⊗ ξ

)

+ χ2
q∇A+ div(wq+1 ⊗ wq+1) + (χ2

q)
′(w

(t)
q+1 + w

(o)
q+1)

=
∑

ξ∈Λ

χ2
qP 6=0

(

∇a2(ξ)g2(ξ)P 6=0(W (ξ,g) ⊗W (ξ,g))
)

+
1

µ
χ2
q

∑

ξ∈Λ

P 6=0

(

∂t(a
2
(ξ)g(ξ))φ

2

(ξ,g)ψ
2

(ξ,g)ξ
)

− σ−1χ2
qPHP 6=0

∑

ξ∈Λ

h(ξ)∂tdiv(a
2
(ξ)ξ ⊗ ξ) + ∂t(χ

2
q)(w

(t)
q+1 + w

(o)
q+1) +∇p1 + div(wq+1 ⊗ wq+1).

Here p1 denotes the pressure term.

Therefore using the inverse divergence operators R, B introduced in Section A.1 we have

Rosc :=
∑

ξ∈Λ

g2(ξ)B
(

∇a2(ξ)χ2
q,P 6=0(W (ξ,g) ⊗W (ξ,g))

)

(:= Rosc,x)

+
1

µ

∑

ξ∈Λ

R
(

∂t(a
2
(ξ)g(ξ))χ

2
qφ

2

(ξ,g)ψ
2

(ξ,g)ξ
)

(:= Rosc,t)

+ (χ2
q)

′R(w
(t)
q+1 + w

(o)
q+1)− σ−1χ2

qP 6=0

∑

ξ∈Λ

h(ξ)∂t(a
2
(ξ)ξ⊗̊ξ)(:= Rosc,o)

+ wq+1⊗̊wq+1.

Then the Reynolds stress at the level q + 1 is given by R̊q+1 = Rlin +Rcor +Rosc. It is easy to see that

R̊q+1 is a trace-free and symmetric matrix satisfying R̊q+1 = 0 on [0, Tq+1].

5.3.4. Estimate of R̊q+1. We estimate each term in the definition of R̊q+1 separately.

For the linear error Rlin, by the estimates for the building blocks in (C.14), (C.16), the estimate for a(ξ)
in (5.31) and the identity (5.34) we obtain for ǫ > 0 small enough

‖R∂t(χqw
(p)
q+1 + χqw

(c)
q+1)‖L1

tL
1 .

∑

ξ∈Λ

‖χq‖C1
t
‖a(ξ)‖C1

t,x
(‖∂t(g(ξ)V(ξ,g))‖L1

tL
1+ǫ + ‖g(ξ)V(ξ,g)‖L1

tL
1+ǫ)

. l−3d−8r
d−1
2

⊥ r
1
2

‖ (
r⊥µ

r‖
+
ση−

1
2

λq+1
)r−dǫ

⊥ . l−3d−8(
r⊥
r‖
λ

1
2N
q+1 + r

d−1
2

⊥ r
1
2

‖ η
− 1

2 )λdǫq+1

. λ
(6d+17)α− 1

2N
q+1 . λ−α

q+1, (5.48)

where we note that Rdiv is not Lp bounded for p > 1, and choose ǫ > 0 small enough such that dǫ < α. We

also used the choice of parameters in (5.1), (5.9), (5.10) and used the conditions on the parameters to have

(6d+ 18)α < 1
2N .

The definition of wq+1 is analogous to that of wq+1, allowing us to bound it in a similar manner. By the

estimates on the building blocks in (C.7), (C.16), and the estimate on χ̃ in Proposition 5.2 we obtain for ǫ > 0
small enough

‖R∂twq+1‖L1
tL

1 .
∑

n>3

∑

ξ∈Λn

‖χ̃(ζ|Ml| − n)(
n

ζ
)

1
2 ‖C1

t,x

(

‖∂t(g(ξ)V(ξ,g))‖L1
tL

1+ǫ + ‖g(ξ)V(ξ,g)‖L1
tL

1+ǫ

)

. l−3d−8(
r⊥
r‖

+ r
d−1
2

⊥ r
1
2

‖ η
− 1

2 )λdǫq+1 . λ
(6d+17)α− 1

N

q+1 . λ−α
q+1,
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where we choose ǫ > 0 small enough such that dǫ < α and used conditions on the parameters to have

(6d+ 18)α < 1
N .

Using (5.1), the bounds in (5.47), (5.24) and the boundedness property of the inverse divergence operator

in Theorem A.1 we have for 0 6 ν 6 1

ν‖R∆(wq+1 + wq+1)‖L1
tL

1 . ‖wq+1‖L1
tW

1,s + ‖wq+1‖L1
tW

1,s . λ−α
q+1.

By the estimates of vq in (4.4), and the estimates of the components ofwq+1, wq+1 in (5.40)-(5.43), (5.18)

and (5.19) we deduce

‖vl⊗(wq+1 + wq+1) + (wq+1 + wq+1)⊗ vl‖L1
tL

1 . ‖vl‖C0
t,x
(‖wq+1‖CtL1+ǫ + ‖wq+1‖CtL1+ǫ)

. C0λ
4d+3
q l−6d−15(r

d−1
1+ǫ

− d−1
2

⊥ r
1

1+ǫ
− 1

2

‖ η−
1
2 + σ−1) . C0λ

(12d+30)α− 1
2N +ǫd

q+1 . C0λ
−α
q+1,

where we used (5.1), (5.9) and choose ǫ > 0 small enough such that dǫ < α. We also used the conditions on

the parameters to have (12d+ 32)α < 1
2N .

The corrector error is estimated using the choice of parameters (5.1), (5.9) and the bounds on perturbations

in (5.39)-(5.43), (5.17)-(5.19) as

‖Rcor‖L1
tL

1 6 ‖χqw
(c)
q+1 + χ2

qw
(t)
q+1 + χ2

qw
(o)
q+1 + w

(c)
q+1‖L2

tL
2

× (‖wq+1‖L2
tL

2 + ‖wq+1‖L2
tL

2 + ‖w(p)
q+1‖L2

tL
2 + ‖w(p)

q+1‖L2
tL

2)

. (l−4d−6λ
− 1

2N
q+1 + λ−α

q+1)CvC0 . C0λ
−α
q+1,

where we used conditions on the parameters to have (8d+13)α < 1
2N . We choose a large enough to absorb

the constant Cv and the implicit constant.

Now we consider the oscillation term. In order to bound the first termRosc,x, by the boundedness property

of inverse divergence operator in Theorems A.1 and A.2, the estimates for the building blocks in (C.14),

(C.16) and the estimates for a(ξ) in (5.31) we have

‖Rosc,x‖L1
tL

1 .
∑

ξ∈Λ

‖a2(ξ)‖C2
t,x
‖R(W (ξ,g) ⊗W (ξ,g))‖CtL1+ǫ‖g2(ξ)‖L1

t

. l−6d−14(r⊥λq+1)
−1r

(d−1)( 1
1+ǫ

−1)

⊥ r
1

1+ǫ
−1

‖ . λ
(12d+28)α− 1

N
+dǫ

q+1 . λ−α
q+1,

where we choose ǫ > 0 small enough such that dǫ < α. We also used (5.1), (5.9), (5.10) and conditions on

the parameters to have (12d+ 30)α < 1
N .

For the second term Rosc,t we use the estimates for the building blocks g(ξ), φ(ξ), ψ(ξ) and for a(ξ) in

(C.16), (C.12), (C.13), and (5.31) respectively to deduce

‖Rosc,t‖L1
tL

1 .
1

µ

∑

ξ∈Λ

‖a2(ξ)‖C1
t,x
‖g(ξ)‖W 1,1‖φ2(ξ,g)ψ

2

(ξ,g)ξ‖CtL1+ǫ

. l−5d−10µ−1r
(d−1)( 1

1+ǫ
−1)

⊥ r
1

1+ǫ
−1

‖ ση−
1
2

. l−5d−10λdǫq+1r
d−1
2

⊥ r
1
2

‖ η
− 1

2σ . λ
(10d+21)α− 1

2N
q+1 . λ−α

q+1,

where we choose ǫ > 0 small enough such that dǫ < α and used (5.1), (5.9) and condition on the parameters

to have (10d+ 22)α < 1
2N .

We continue with Rosc,o. By the bound on the cut-off function in (5.38), the bounds on temporal jets

g(ξ), h(ξ) in (C.16), the bounds on perturbations w
(t)
q+1, w

(o)
q+1 in (5.42), (5.43) and the bounds on a(ξ) in
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(5.31) we have

‖Rosc,o‖L1
tL

1 . ‖χ2
q‖C1

t
(‖w(t)

q+1‖CtL1+ǫ + ‖w(o)
q+1‖CtL1+ǫ) + σ−1

∑

ξ∈Λ

‖h(ξ)‖L∞
t
‖a2(ξ)‖C1

t,x

. l−4d−7r
d−1
1+ǫ

− d−1
2

⊥ r
1

1+ǫ
− 1

2

‖ η−
1
2 + l−6d−16σ−1 . C2

0λ
(12d+32)α− 1

2N
q+1 . C2

0λ
−α
q+1,

where we choose ǫ > 0 small enough such that dǫ < α. We used (5.1), (5.9), (5.10) and conditions on the

parameters to have (12d+ 33)α < 1
2N . We choose a large enough to absorb the universal constant.

By (5.20) we have that

‖wq+1⊗̊wq+1‖L1
tL

1 6
C2

0

2
δq+2.

Summarizing all the estimates above we obtain the first term in (4.5):

‖R̊q+1‖L1
tL

1 6
C2

0

2
δq+2 + CC2

0λ
−α
q+1 6 C2

0δq+2.

Here we used the condition (5.1) to deduce the last inequality.

Thus we finish the proof of Proposition 4.1.

APPENDIX A. SOME TECHNICAL TOOLS

We collect some technical tools used in the construction of convex integration schemes.

A.1. Inverse divergence operators. We first recall the following inverse divergence operatorR as in [CL22a,

Appendix B.2], which acts on vector fields v with
´

Td vdx = 0 as

(Rv)ij = Rijkvk,

where

Rijk =
2− d

d− 1
∆−2∂i∂j∂k −

1

d− 1
∆−1∂kδij +∆−1∂iδjk +∆−1∂jδik.

Then Rv(x) is a symmetric trace-free matrix for each x ∈ Td, and R is a right inverse of the div operator, i.e.

div(Rv) = v. Here we use the notation Rv := R(v−
´

vdx) for a general vector field. In the following we

use C∞(Td;Rd) to denote the space of smooth functions from Td to Rd, and we use C∞
0 (Td;Rd) to denote

the subspace of functions with zero spatial mean. Similarly, we define C∞(Td;Rd×d) and C∞
0 (Td;Rd×d).

By Sd×d
0 we denote the space of symmetric trace-free matrices.

Theorem A.1. ([CL22a, Theorem B.3]) Let 1 6 p 6 ∞. For any vector field f ∈ C∞
0 (Td;Rd), σ ∈ N,

‖Rf(σ·)‖Lp . σ−1‖f‖Lp.

We also introduce the bilinear version B : C∞(Td;Rd)× C∞
0 (Td;Rd×d) → C∞(Td;Sd×d

0 ) by

(B(v,A))ij = vmRijkAmk −R(∂ivmRijkAmk).

Theorem A.2. ([CL22a, Theorem B.4]) Let 1 6 p 6 ∞. For any v ∈ C∞(Td;Rd) andA ∈ C∞
0 (Td;Rd×d),

we have div(B(v,A)) = vA−
´

Td vAdx, and

‖B(v,A)‖Lp . ‖v‖C1‖RA‖Lp .
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We also need to define the inverse divergence operator acting on scalars. We define R1 := ∇∆−1 as a

right inverse of the div operator, i.e. div(R1v) = v for scalars v with
´

Td vdx = 0. Here we use the notation

R1v := R1(v −
´

vdx) for a general scalar function v. Then since R1 is a Calderón-Zygmund operator, we

have

Theorem A.3. Let 1 6 p 6 ∞. For any vector field f ∈ C∞
0 (Td;R), σ ∈ N,

‖R1f(σ·)‖Lp . σ−1‖f‖Lp .

We introduce the the bilinear version B1 : C∞(Td;R)× C∞
0 (Td;R) → C∞(Td;Rd) by

B1(v, f) = vR1f −R1

(

∇v · R1f +

ˆ

vfdx
)

.

Theorem A.4. ([BCDL21, Lemma 3.3]) Let 1 6 p 6 ∞. For any v ∈ C∞(Td;R) and f ∈ C∞
0 (Td;R),

we have div(B1(v, f)) = vf −
´

Td vfdx, and for σ ∈ N,

‖B1(v, f(σ·))‖Wk,p . σk−1‖v‖Ck+1‖f‖Wk,p .

We recall the following estimates stationary phase bounds from [DSJ17, Lemma 2.2], which are useful

for estimating the oscillation errors.

Proposition A.5. Let λξ ∈ Zd, N > 1, a ∈ C∞(Td;R), b ∈ C∞(Td;Rd), Φ ∈ C∞(Td;Rd) be smooth

functions and assume that there exists a constant Ĉ > 1 such that Ĉ−1 6 |∇Φ| 6 Ĉ holds on Td. Then
∣

∣

∣

∣

ˆ

Td

a(x)eiλξ·Φ(x)dx

∣

∣

∣

∣

.
‖a‖CN + ‖a‖C0‖∇Φ‖CN

λN
, (A.1)

and for the operators R and R1 defined above, we have for α ∈ (0, 1)

∥

∥

∥R
(

b(x)eiλξ·Φ(x)
)∥

∥

∥

Cα
.

‖b‖C0

λ1−α
+

‖b‖CN+α + ‖b‖C0‖∇Φ‖CN+α

λN−α
,

∥

∥

∥R1

(

a(x)eiλξ·Φ(x)
)∥

∥

∥

Cα
.

‖a‖C0

λ1−α
+

‖a‖CN+α + ‖a‖C0‖∇Φ‖CN+α

λN−α
,

where the implicit constants depend on Ĉ, α and N , but not on the frequency λ.

A.2. Commutator estimate. We recall the following commutator estimate which can be seen as a general-

ization of [BDLSV19, Proposition A.2]:

Lemma A.6. Let f, g ∈ C∞(T3 × [0, 1]) and ψ a standard radial smooth and compactly supported kernel.

For any r > 0 and θ1, θ2 ∈ (0, 1] we have the estimate

‖(f ∗ ψl)(g ∗ ψl)− (fg) ∗ ψl‖Cr . lθ1+θ2−r‖f‖Cθ1‖g‖Cθ2 ,

where the implicit constant depends only on r and ψ.

A.3. Estimates for transport equations. Now we recall some standard estimates for solutions to the trans-

port equation:

∂tf + v · ∇f = g, (A.2)

f(0) = f0,

where v is a given smooth vector field. We have the following proposition.
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Proposition A.7. [BDLSV19, Proposition B.1] Assume t‖v‖C1 6 1. Then, any solution f of (A.2) satisfies

‖f(t)‖C0 6 ‖f0‖C0 +

ˆ t

0

‖g(τ)‖C0dτ,

‖f(t)‖Cα 6 eα
(

‖f0‖Cα +

ˆ t

0

‖g(τ)‖Cαdτ

)

,

for all α ∈ [0, 1). More generally, for any N > 1 and α ∈ [0, 1)

‖f(t)‖CN+α .‖f0‖CN+α + |t|‖v‖CN+α‖f0‖C1 +

ˆ t

0

(‖g(τ)‖CN+α + (t− τ)‖v‖CN+α‖g(τ)‖C1) dτ,

where the implicit constant depends on N and α.

Consequently, the flow Φ of v starting at time 0 (i.e. d
dtΦ = v(Φ(t), t) and Φ(0) = Id) satisfies

‖∇Φ(t)− Id‖C0 . |t|‖v‖C1 ,

‖Φ(t)‖CN . |t|‖v‖CN , N > 2.

A.4. Improved Hölder inequality on Td. This lemma improves the usual Hölder inequality by using the

decorrelation between frequencies, which establish the desired estimates.

Lemma A.8. ([CL22a, Theorem B.1]) Let d > 2, p ∈ [1,∞] and a, f : Td → R be smooth functions. Then

for any σ ∈ N,

|‖af(σ·)‖Lp − ‖a‖Lp‖f‖Lp| . σ−1/p‖a‖C1‖f‖Lp .

APPENDIX B. BUILDING BLOCKS AND AUXILIARY ESTIMATES IN SECTION 3

In this section, we first introduce the building blocks used in the convex integration method. Then we

provide some auxiliary estimates in the gluing and perturbation steps in Section 3.

B.1. Mikado flows. In this section we revisit the Mikado flows introduced in [DSJ17] and extend their

applicability to transport equations.

First we introduce the following geometric lemmas in Rd, where d > 2. The first lemma is to show that

every vector in the annulusB1(0)\B 1
2
(0) can be written as a positive combination of vectors in some subset

of Sd−1 ∩Qd, which generalizes [BCDL21, Lemma 3.1] about the sphere ∂B1(0) to the annulus. The proof

follows from a similar argument as in [BCDL21, Lemma 3.1].

Lemma B.1. Let Br(0) denote the ball of radius r around 0 in Rd. There exists a finite set Λ ∈ Sd−1 ∩ Qd

and a non-negativeC∞-function Γξ : B1(0)\B 1
2
(0) → R such that for every 1

2 6 |R| 6 1

R =
∑

ξ∈Λ

Γξ(R)ξ.

Proof. For each vector v ∈ B1(0)\B 1
2
(0), we consider a collection Λ(v) = {ξ1(v), ..., ξd(v)} ⊂ ∂B1(0) of

linearly independent unit vectors in Qd with the property that the d-dimensional open symplexΣ(v) with ver-

tices 0, 2ξ1(v), ..., 2ξd(v) contains v. Since {Σ(v) : v ∈ B1(0)\B 1
2
(0)} is an open cover of B1(0)\B 1

2
(0),

we consider a finite sub-cover and the corresponding collections Λi = Λ(vi), i = 1, ..., N . We set

Λ := ∪N
j=1Λj .

For each fixed j, each vectorR ∈ B1(0)\B 1
2
(0) can be written in a unique way as linear combination of the

vectors in Λj = {ξj,i}i=1,...,d. If denotes bj,i(R) the corresponding coefficients which depend linearly on
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R, then the latter are all strictly positive if R belongs to Σ(vj). Then we consider a partition of unity χj on

B1(0)\B 1
2
(0) associated to this cover and for every ξj,i = ξ ∈ Λ we set

Γξ(R) := χj(R)bj,i(R).

The coefficients Γξ are then smooth nonnegative functions of R. �

Then the next lemma shows that symmetric matrices in B 1
2
(Id) can be written as a combination of some

symmetric tensors.

Lemma B.2. [CL22a, Lemma 4.2] Let B 1
2
(Id) denote the closed ball of radius 1

2 around the identity matrix

Id, in the space of d×d symmetric matrices. There exists a finite set Λ ∈ Sd−1∩Qd such that for each ξ ∈ Λ
there exists a C∞-function γξ: B 1

2
(Id) → R such that for every symmetric matrix satisfying |R− Id| 6 1/2

R =
∑

ξ∈Λ

γ2ξ (R)(ξ ⊗ ξ).

Then by taking suitable rational rotations, there are four disjoint sets Λ1,Λ2,Λ
1
,Λ

2
such that both Λ1 and

Λ2 enjoy the property of Lemma B.1, and similarly both Λ
1

and Λ
2

enjoy the property of Lemma B.2. For

convenience, in the following we set Λ := Λ1 ∪ Λ2 ∪ Λ
1 ∪ Λ

2
.

Now we apply the two lemmas in dimension 3 and obtain the set Λ. For each ξ ∈ Λ we define Ai
ξ ∈

S2 ∩Q3, i = 1, 2 such that {ξ, Ai
ξ, i = 1, 2} form an orthonormal basis in R3. We label by n∗ the smallest

natural number such that

{n∗ξ, n∗A
i
ξ, i = 1, 2} ⊂ Z3.

Let Φ : R2 → R be a smooth function with support in a ball of radius ǫΛ, where ǫΛ > 0 will be chosen

later in terms of Λ. We normalize Φ such that φ = −∆Φ obeys
ˆ

R2

φ2(x1, x2)dx1dx2 = 1.

By definition we know
´

R2 φdx = 0.

We periodize them so that they are viewed as periodic functions on T2. Consider a large parameter λ ∈ N.

For every ξ ∈ Λ we introduce

Φ(ξ)(x) := Φ(n∗λ(x − αξ) ·A1
ξ , n∗λ(x− αξ) ·A2

ξ),

φ(ξ)(x) := φ(n∗λ(x− αξ) · A1
ξ, n∗λ(x − αξ) · A2

ξ),

where αξ ∈ Q2 are shifts to ensure that {φ(ξ)}ξ∈Λ have mutually disjoint supports by choosing ǫΛ > 0
correspondingly. For the existence of such shifts αξ, we refer to [BV19a, Section 6.4].

By construction, we know that ξ · ∇Φ(ξ) = ξ · ∇φ(ξ) = 0 and (n∗λ)
2φ(ξ) = −∆Φ(ξ).

With this notation, the Mikado flows W(ξ) : T
3 → R3,Θ(ξ) : T

3 → R are defined as

W(ξ)(x) :=Wξ,λ(x) := ξ φ(ξ)(x), Θ(ξ)(x) := Θξ,λ(x) := φ(ξ)(x). (B.1)

Since ξ · ∇φ(ξ) = 0, we immediately deduce that

divW(ξ) = 0, div
(

W(ξ) ⊗W(ξ)

)

= 0 and div
(

W(ξ)Θ(ξ)

)

= 0.

By construction, the functions W(ξ) have zero mean on T3 and are in fact (T/λ)3-periodic. Moreover, by

our choice of αξ we have that

W(ξ) ⊗W(ξ′) ≡ 0, W(ξ)Θ(ξ′) ≡ 0 whenever ξ 6= ξ′ ∈ Λ , (B.2)
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and the normalization of φ(ξ) ensures that
 

T3

W(ξ)(x)⊗W(ξ)(x) dx = ξ ⊗ ξ,

 

T3

W(ξ)(x)Θ(ξ)(x) dx = ξ . (B.3)

Lastly, using (B.3), the definition of the functions γξ,Γξ in Lemma B.1, Lemma B.2 and theL2 normalization

of the functions φ(ξ) we have that

∑

ξ∈Λ
i

γ2ξ (R)

 

T3

W(ξ)(x) ⊗W(ξ)(x)dx = R ,
∑

ξ∈Λi

Γξ(M)

 

T3

W(ξ)(x)Θ(ξ)(x)dx =M, (B.4)

for every i = 1, 2, any symmetric matrix R ∈ B 1
2
(Id), and M ∈ B1(0)\B 1

2
(0).

To define the incompressibility corrector in Section 3.3.1-Section 3.3.2, we note that W(ξ) can be written

as curlV(ξ) similar as [BV19a, (6.31)], where we define

V(ξ) :=
1

(n∗λ)2
∇Φ(ξ) × ξ.

With this notation we have the bounds for N > 0
∥

∥W(ξ)

∥

∥

CN +
∥

∥Θ(ξ)

∥

∥

CN + λ
∥

∥V(ξ)
∥

∥

CN . λN . (B.5)

B.2. The estimates in gluing steps. In this section, we provide some estimates on the glued solutions for

the Euler equations, which follow by a similar argument as in [BDLSV19, Section3, Section4]. Here we give

the detailed calculations taking into account the different definitions of the parameters.

Proof of Proposition 3.1. First by [BDLSV19, Proposition 3.1], (3.3) and (3.9) we have for t ∈ [ti− τq, ti+
τq], N > 0

‖vi(t)‖CN+1+α . ‖vl‖CN+1+α . δ1/2q λql
−N−α . τ−1

q l−N+α. (B.6)

We note that vl − vi obeys

(∂t + vl · ∇)(vl − vi) = −(vl − vi) · ∇vi −∇(πl − πi) + divR̊l,

and

∇(πl − πi) = ∇∆−1div
(

(vl − vi) · ∇vl + (vl − vi) · ∇vi
)

+∇∆−1divdivR̊l.

Then by the transport estimate in Proposition A.7, (3.5) and (B.6) we have for t ∈ [ti − τq, ti + τq]

‖(vl − vi)(t)‖Cα .

∣

∣

∣

∣

ˆ t

ti

‖(vl − vi) · ∇vi(s)‖Cα + ‖∇(πl − πi)(s)‖Cα + ‖R̊l‖C1+αds

∣

∣

∣

∣

. τq‖R̊l‖C1+α +

∣

∣

∣

∣

ˆ t

ti

‖ (vl − vi) (s)‖Cα (‖vi(s)‖C1+α + ‖vl‖C1+α) ds

∣

∣

∣

∣

. τqδq+1l
−1+α +

∣

∣

∣

∣

ˆ t

ti

‖ (vl − vi) (s)‖Cατ−1
q lαds

∣

∣

∣

∣

.

By Gronwall’s inequality we conclude that for t ∈ [ti − τq, ti + τq]

‖(vl − vi)(t)‖Cα . τqδq+1l
−1+α.

Moreover, by (3.5) and (B.6) we have for t ∈ [ti − τq, ti + τq]

‖∇(πl − πi)(t)‖Cα . ‖(vl − vi) · ∇vl(t)‖Cα + ‖(vl − vi) · ∇vi(t)‖Cα + ‖R̊l‖C1+α

. τqδq+1l
−1+ατ−1

q lα + δq+1l
−1+α . δq+1l

−1+α,
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and then we obtain for t ∈ [ti − τq, ti + τq]

‖(∂t + vl · ∇)(vi − vl)(t)‖Cα . ‖∇vi(vl − vi)(t)‖Cα + ‖R̊l‖C1+α + δq+1l
−1+α

. τqδq+1l
−1+ατ−1

q lα + δq+1l
−1+α . δq+1l

−1+α.

Let θ be a multi-index with |θ| = N , then by (3.5) and (B.6) we have for t ∈ [ti − τq, ti + τq]

‖∂θ∇(πl − πi)(t)‖Cα . ‖R̊l‖C1+N+α + ‖(vl − vi)(t)‖Cα(‖vi(s)‖C1+N+α + ‖vl‖C1+N+α)

+ ‖(vl − vi)(t)‖CN+α(‖vi(t)‖C1+α + ‖vl‖C1+α)

. δq+1l
−N−1+α + τqδq+1l

−1−N+ατ−1
q lα + ‖vl − vi‖CN+ατ−1

q lα

. δq+1l
−N−1+α + ‖vl − vi‖CN+ατ−1

q lα.

Moreover, by a similar calculation we have for t ∈ [ti − τq, ti + τq]

‖∂θ(∂t + vl · ∇)(vl − vi)(t)‖Cα . δq+1l
−N−1+α + ‖(vl − vi)(t)‖CN+ατ−1

q lα.

Using the transport estimate in Proposition A.7 once again, we have for t ∈ [ti − τq, ti + τq]

‖∂θ(vl − vi)(t)‖Cα .

∣

∣

∣

∣

ˆ t

ti

‖(∂t + vl · ∇)∂θ (vl − vi) (s)‖Cαds

∣

∣

∣

∣

.

∣

∣

∣

∣

ˆ t

ti

‖[(∂t + vl · ∇), ∂θ](vl − vi)(s)‖Cα + δq+1l
−N−1+α + ‖(vl − vi)(s)‖CN+ατ−1

q lαds

∣

∣

∣

∣

.

By interpolation and (B.6) we have for t ∈ [ti − τq, ti + τq]

‖[(∂t + vl · ∇), ∂θ](vl − vi)(t)‖Cα . ‖vl‖C1+α‖(vl − vi)(t)‖CN+α + ‖vl‖C1+N+α‖(vl − vi)(t)‖Cα

. τ−1
q lα‖(vl − vi)(t)‖CN+α + δq+1l

−N−1+α,

which implies that for t ∈ [ti − τq, ti + τq]

‖∂θ(vl − vi)(t)‖Cα .

∣

∣

∣

∣

ˆ t

ti

l−N−1+αδq+1 + ‖(vl − vi)(s)‖CN+ατ−1
q lαds

∣

∣

∣

∣

.

Using Gronwall’s inequality, we obtain (3.13): for t ∈ [ti − τq, ti + τq]

‖(vl − vi)(t)‖CN+α + τq ‖(∂t + vl · ∇)(vi − vl)(t)‖CN+α . τqδq+1l
−N−1+α.

By a similar calculation as in [BDLSV19, (3.20)], zi − zl obeys

(∂t + vl · ∇)(zi − zl) = ∆−1curl divR̊l +∆−1∇div
(

((zi − zl) · ∇)vl

)

+∆−1curl div
(

((zi − zl)×∇)vl + ((zi − zl)×∇)vTi

)

.

Consequently, by interpolation, (3.5) and (B.6) we have for t ∈ [ti − τq, ti + τq]

‖(∂t + vl · ∇)(zi − zl)(t)‖CN+α

. (‖vi(t)‖CN+1+α + ‖vl‖CN+1+α)‖(zi − zl)(t)‖Cα

+ (‖vi(t)‖C1+α + ‖vl‖C1+α)‖(zi − zl)(t)‖CN+α + ‖R̊l‖CN+α

. τ−1
q l−N+α‖(zi − zl)(t)‖Cα + τ−1

q lα‖(zi − zl)(t)‖CN+α + δq+1l
−N+α.

When N = 0, we have by Gronwall’s inequality that for t ∈ [ti − τq, ti + τq]

‖(zi − zl)(t)‖Cα + τq‖(∂t + vl · ∇)(zi − zl)(t)‖Cα . τqδq+1l
α.

By commuting the derivatives in N +α,N > 0 with ∂t + vl · ∇ as before, we finish the proof of (3.14). �
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Proof of Proposition 3.2. By (3.9), (3.13), (3.14) and the definition of the cut-off function we have

‖vq − vl‖CN+α .
∑

i

χi ‖vi − vl‖CN+α . τqδq+1l
−1−N+α . δ

1/2
q+1l

−N+α,

‖zq − zl‖CN+α .
∑

i

χi ‖zi − zl‖CN+α . τqδq+1l
−N+α,

which implies (3.17).

To estimate the energy gap, by the same calculation as in [BDLSV19, Proposition 4.4], we obtain on the

time interval Ii

|vq|2 − |vl|2 = χi(|vi|2 − |vl|2) + (1− χi)(|vi+1|2 − |vl|2)− χi(1− χi)|vi − vi+1|2.
Then since vi solves the Euler equation, (vl, R̊l) solves (2.3), by the basic energy estimate, (3.5) and (B.6),

we have
∣

∣

∣

∣

d

dt

(

ˆ

T3

|vi|2 − |vl|2dx
)

∣

∣

∣

∣

=

∣

∣

∣

∣

2

ˆ

T3

∇vl : R̊ldx

∣

∣

∣

∣

. ‖∇vl‖C0‖R̊l‖C0 . τ−1
q δq+1l

α,

Moreover, after integrating in time we deduce for t ∈ [ti − τq, ti + τq]
∣

∣

∣

∣

ˆ

T3

(|vi|2 − |vl|2)(t)dx
∣

∣

∣

∣

. δq+1l
α.

Furthermore, together with (3.17) we obtain
∣

∣

∣

∣

ˆ

T3

(|vq|2 − |vl|2)(t)dx
∣

∣

∣

∣

. δq+1l
α + ‖(vi − vi+1)(t)‖2Cα . δq+1l

α,

where we rewrite vi − vi+1 = (vi − vl)− (vi+1 − vl). This concludes the proof of (3.18).

For the Reynolds stress, by the definition of the cut-off functions, the definition in (3.16), the choice of

parameters in (3.9), the bounds (3.13) and (3.14) we have for t ∈ Ii
∥

∥

∥R̊q(t)
∥

∥

∥

CN+α
. ‖∂tχi‖C0

t
‖R(vi − vi+1)(t)‖CN+α + ‖(vi − vi+1)(t)‖CN+α‖(vi − vi+1)(t)‖Cα

. τ−1
q τqδq+1l

−N+α + τ2q δ
2
q+1l

−2−N+α . δq+1l
−N+α,

where we rewrite vi − vi+1 = (vi − vl)− (vi+1 − vl). By direct calculation we have for t ∈ Ii

(∂t + vl · ∇)R̊q = ∂2t χiRcurl (zi − zi+1) + ∂tχiRcurl (∂t + vl · ∇)(zi − zi+1)

+ ∂tχi[vl · ∇,Rcurl ](zi − zi+1) + ∂t(χ
2
i − χi)(vi − vi+1)⊗̊(vi − vi+1)

+ (χ2
i − χi) ((∂t + vl · ∇)(vi − vi+1)) ⊗̊ (vi − vi+1) ,

+ (χ2
i − χi) (vi − vi+1) ⊗̊ ((∂t + vl · ∇)(vi − vi+1)) ,

which together with the definition of the cut-off functions, the choice of parameters in (3.9) and the bounds

in (3.3), (3.12)-(3.14) implies that for t ∈ Ii

‖(∂t + vl · ∇)R̊q(t)‖CN+α . τ−2
q ‖(zi − zi+1)(t)‖CN+α + τ−1

q ‖(∂t + vl · ∇)(zi − zi+1)(t)‖CN+α

+ τ−1
q ‖vl‖C1+α‖(zi − zi+1)(t)‖CN+α + τ−1

q ‖vl‖CN+1+α‖(zi − zi+1)(t)‖Cα

+ τ−1
q ‖(vi − vi+1)(t)‖CN+α‖(vi − vi+1)(t)‖Cα

+ ‖(∂t + vl · ∇)(vi − vi+1)(t)‖CN+α‖(vi − vi+1)(t)‖Cα

+ ‖(∂t + vl · ∇)(vi − vi+1)(t)‖Cα‖(vi − vi+1)(t)‖CN+α

. τ−1
q δq+1l

−N+α + τqδ
2
q+1l

−N−2+α . τ−1
q δq+1l

−N+α,
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where the commutator is bounded using [BDLSV19, Proposition D.1] as Rcurl is a Calderón-Zygmund

operator.

Then we use interpolation, (3.9) and the estimate (3.17) to deduce that for t ∈ Ii

‖(∂t + vq · ∇)R̊q(t)‖CN+α . ‖(∂t + vl · ∇)R̊q(t)‖CN+α

+ ‖(vl − vq)(t)‖Cα‖R̊q(t)‖C1+N+α + ‖(vl − vq)(t)‖CN+α‖R̊q(t)‖C1+α

. τ−1
q δq+1l

−N+α + τqδ
2
q+1l

−N−2+α . τ−1
q δq+1l

−N+α.

�

To conclude this section, we provide the derivation of the analytic identities in Lemma 3.4.

Proof of Lemma 3.4. The proof follows by direct calculation:

(curl z) · ∇ρ =
∑

i,j,k

ǫijk∂jz
k∂iρ =

∑

i,j,k

(

∂j(ǫijkz
k∂iρ)− ǫijkz

k∂i∂jρ
)

=
∑

i,j,k

∂j(ǫijkz
k∂iρ) = div(z ×∇ρ),

where the second term equals to 0 since ǫijk∂i∂jρ = −ǫjik∂j∂iρ. Here ǫijk is the Levi-Civita symbol in 3D

which is defined as follows: ǫijk = 1/ − 1 if {i, j, k} are an even/odd permutation of the indices {1, 2, 3}.

Otherwise, ǫijk = 0. For the second term, since divv = 0, we have

v · ∇(divz) =
∑

i,j

vi∂i∂jz
j =

∑

i,j

(

∂j(v
i∂iz

j)− ∂jv
i∂iz

j
)

= div(v · ∇z)−
∑

i,j

(

∂i(∂jv
izj)− ∂i∂jv

izj
)

= div(v · ∇z − z · ∇v).
For the last term, since divv = 0, we have for i = 1, 2, 3

[curl (v · ∇z)]i =
∑

j,k,l

ǫijk∂j(v
l∂lz

k) =
∑

j,k,l

(

ǫijk∂jv
l∂lz

k + ǫijkv
l∂j∂lz

k
)

=
∑

j,k,l

(

∂l(ǫijk∂jv
lzk)− ǫijk∂l∂jv

lzk + vl∂l(ǫijk∂jz
k)
)

= −[div((z ×∇)v)]i + [v · ∇(curl z)]i,

where we use the notation [(z ×∇)v]il =
∑

j,k ǫikjz
k∂jvl. �

B.3. The estimates in perturbation steps. In this section, we show the estimates of the amplitude functions

appearing in Section 3. Before that, we give the estimates of the flow maps.

Proof of Proposition 3.7. Since for every t ∈ (ti − τq
3 , ti +

4τq
3 ) we have |t− ti| 6 2τq , using the estimates

(3.20) and Proposition A.7 we obtain

‖∇Φi(t)− Id‖C0 . τq‖∇vq‖Cα . lα,

which implies the estimate in (3.33). Then it is easy to see that (∇Φi)
−1(t) is well-defined for t ∈ (ti −

τq
3 , ti +

4τq
3 ) and

∥

∥(∇Φi)
−1(t)

∥

∥

C0 . 1.

By applying Proposition A.7 again we have for N > 1

‖∇Φi(t)‖CN . τq‖∇vq‖CN . l−N ,
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which together with the Leibniz rule implies that for N > 1

∥

∥(∇Φi)
−1(t)

∥

∥

CN .
∥

∥(∇Φi)
−1(t)

∥

∥

C0

N−1
∑

m=0

‖∇Φi(t)‖CN−m

∥

∥(∇Φi)
−1(t)

∥

∥

Cm

.

N−1
∑

m=0

l−N+m
∥

∥(∇Φi)
−1(t)

∥

∥

Cm .

By induction we obtain (3.34). To derive (3.35), since Dt,q∇Φi = −∇ΦiDvq, we have for N > 0

‖Dt,q∇Φi(t)‖CN . ‖∇Φi(t)‖C0‖vq‖CN+1 + ‖∇Φi(t)‖CN‖vq‖C1 . τ−1
q l−N , (B.7)

and
∥

∥Dt,q(∇Φi)
−1(t)

∥

∥

CN

. ‖Dt,q∇Φi(t)‖CN

∥

∥(∇Φi)
−1(t)

∥

∥

2

C0 + ‖Dt,q∇Φi(t)‖C0

∥

∥(∇Φi)
−1(t)

∥

∥

CN

∥

∥(∇Φi)
−1(t)

∥

∥

C0

. τ−1
q l−N .

�

Proof of Proposition 3.9. We recall the definition of Mq,i in (3.36). Using the Leibniz rule, the estimates on

Mq,∇Φi in (3.30), and (3.33)-(3.35) we have for all t ∈ (ti − τq
3 , ti +

4τq
3 ) and N > 0

‖Mq,i(t)‖CN . ‖∇Φi(t)‖C0

(

1 +
‖M q‖CN

δ
1/2
q+1δ̃

1/2
q+1l

α/2

)

+ ‖∇Φi(t)‖CN

(

1 +
‖Mq‖C0

δ
1/2
q+1δ̃

1/2
q+1l

α/2

)

. l−N ,

‖Dt,qMq,i(t)‖CN . ‖Dt,q∇Φi(t)‖C0

(

1 +
‖Mq‖CN

δ
1/2
q+1δ̃

1/2
q+1l

α/2

)

+ ‖Dt,q∇Φi(t)‖CN

(

1 +
‖M q‖C0

δ
1/2
q+1δ̃

1/2
q+1l

α/2

)

+ ‖∇Φi(t)‖C0

(

1 +
‖Dt,qM q‖CN

δ
1/2
q+1δ̃

1/2
q+1l

α/2

)

+ ‖∇Φi(t)‖CN

(

1 +
‖Dt,qM q‖C0

δ
1/2
q+1δ̃

1/2
q+1l

α/2

)

. τ−1
q l−N .

By applying [BDLIS15, Proposition C.1] we have for N > 1

‖Γ1/2
ξ (Mq,i)(t)‖CN . ‖Γ1/2

ξ (Mq,i)(t)‖C0 + ‖Γ1/2
ξ ‖C1‖Mq,i(t)‖CN + ‖Γ1/2

ξ ‖CN‖Mq,i(t)‖NC1 . l−N .

It is easy to see that the above is still valid for N = 0.

Then we calculate Dt,qΓ
1/2
ξ (Mq,i) = ∇Γ

1/2
ξ (Mq,i) ·Dt,qMq,i, by the same argument we have forN > 0

‖∇Γ
1/2
ξ (Mq,i)(t)‖CN . l−N ,

which together with the Leibniz rule implies that

‖Dt,qΓ
1/2
ξ (Mq,i)(t)‖CN

. ‖∇Γ
1/2
ξ (Mq,i)(t)‖C0‖Dt,qMq,i(t)‖CN + ‖∇Γ

1/2
ξ (Mq,i)(t)‖CN‖Dt,qMq,i(t)‖C0 . τ−1

q l−N .

By applying the Leibniz rule again, and by the properties of the cut-off functions we have

‖A(ξ,i)‖CN . lα/4δ
1/2
q+1‖ηi‖C0‖Γ1/2

ξ (Mq,i)‖CN + lα/4δ
1/2
q+1‖ηi‖CN‖Γ1/2

ξ (Mq,i)‖C0 . δ
1/2
q+1l

α/4−N ,

‖Dt,qA(ξ,i)‖CN . lα/4δ
1/2
q+1

(

‖Dt,qηiΓ
1/2
ξ (Mq,i)‖CN + ‖ηiDt,qΓ

1/2
ξ (Mq,i)‖CN

)

. τ−1
q δ

1/2
q+1l

α/4−N ,

where we used τ−1
q 6 l−1, since δ

1/2
q+1 6 l2αλ

3α/2
q by choosing α > 0 small enough. The other term Ã(ξ,i)

can be estimated by the same calculation. So we omit the proof. �
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Proof of Proposition 3.11. First we estimate the derivatives of Rq,i defined in (3.56). More precisely, we

show that for N > 0 and t ∈ supp(ηi)

‖Rq,i(t)‖CN + τq ‖Dt,qRq,i(t)‖CN . l−N . (B.8)

In fact, by the properties of the cutoff functions, the CN -bounds in (3.19), (3.49) and (3.52), we have for

N > 0
∥

∥

∥

∥

∥

∑

j

´

η2j(t, y)dy

Υq(t)
(R̊q + R̊(1)

q )

∥

∥

∥

∥

∥

CN

.
λ
α/3
q

δq+1

∥

∥

∥
R̊q + R̊(1)

q

∥

∥

∥

CN
. λα/3q lα/2−N . l−N ,

where we used the fact that (lλq)
α ≪ 1. Then by the Leibniz rule and (3.34), the bound for the first term

follows.

Then, to estimate the material derivative, we have

Dt,q

(

∑

j

´

η2jdx

Υq
(R̊q + R̊(1)

q )
)

= ∂t

(

∑

j

´

η2jdx

Υq

)

(R̊q + R̊(1)
q ) +

∑

j

´

η2jdx

Υq
Dt,q(R̊q + R̊(1)

q ).

By the Leibniz rule for the derivative of the product, (3.52) and (3.54) we derive
∣

∣

∣

∣

∣

∂t

(

∑

j

´

η2jdx

Υq

)∣

∣

∣

∣

∣

.
supj ‖∂tηj‖C0

Υq
+

∣

∣

∣

∣

∂tΥq

Υ2
q

∣

∣

∣

∣

. δ−1
q+1λ

α/3
q τ−1

q + δ−2
q+1λ

2α/3
q τ−1

q δq+1l
α 6 δ−1

q+1λ
α/3
q τ−1

q ,

where we used the fact that (lλq)
α ≪ 1. Then together with (3.52), (3.19) and (3.49) we obtain that

∥

∥

∥

∥

∥

Dt,q

(η2i (R̊q + R̊
(1)
q )

Υq,i

)

∥

∥

∥

∥

∥

CN

. δ−1
q+1λ

α/3
q τ−1

q δq+1l
−N+α/2 + δ−1

q+1λ
α/3
q τ−1

q δq+1l
−N+α/2 . τ−1

q l−N ,

where we used the fact that (lλq)
α ≪ 1. By applying the Leibniz rule again, together with the estimates on

Φi in (3.34), (3.35) we obtain the bound for the second term in (B.8).

By applying [BDLIS15, Proposition C.1] and (B.8) we have for N > 1

‖γξ(Rq,i)‖CN . ‖γξ‖C1‖Rq,i‖CN + ‖γξ‖CN‖Rq,i‖NC1 . l−N . (B.9)

By the definition of Υq,i in (3.51), (3.52) and the properties of the cut-off functions ηi, we deduce that

‖Υ1/2
q,i ‖CN . ‖Υ1/2

q ‖C0
t
‖ηi‖CN . δ

1/2
q+1.

Then together with (B.9), we obtain for N > 1

‖a(ξ,i)‖CN . ‖Υ1/2
q,i ‖C0‖γξ(Rq,i)‖CN + ‖Υ1/2

q,i ‖CN‖γξ(Rq,i)‖C0 . δ
1/2
q+1l

−N .

It is easy to see that the bound is also valid for N = 0.

Then we calculate that

Dt,q(Υ
1/2
q,i ) =

[

∂t

(

ηi
(
∑

j

´

η2jdx)
1/2

)

+
vq · ∇ηi

(
∑

j

´

η2jdx)
1/2

]

Υ1/2
q +

ηi∂t(Υ
1/2
q )

(
∑

j

´

η2jdx)
1/2

.

By the properties of the cut-off functions and (3.20) we have for N > 1
∥

∥

∥

∥

∥

∂t

(

ηi
(
∑

j

´

η2jdx)
1/2

)∥

∥

∥

∥

∥

CN

. τ−1
q ,

‖vq · ∇ηi‖CN . ‖vq‖C1‖∇ηi‖CN + ‖vq‖CN‖∇ηi‖C0 . τ−1
q l−N+1 . τ−1

q l−N .
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It is easy to see that the bounds are also valid for N = 0, since

‖vq · ∇ηi‖C0 . ‖vq‖C1‖∇ηi‖C0 . τ−1
q .

By (3.52) and (3.54) we have

|∂t(Υ1/2
q )| .

∣

∣

∣

∣

∣

∂tΥq

Υ
1/2
q

∣

∣

∣

∣

∣

. τ−1
q δ

1/2
q+1l

αλα/6q . τ−1
q δ

1/2
q+1,

where we used the fact that lλq 6 1 in the last inequality. Then it follows that for N > 0

‖Dt,q(Υ
1/2
q,i )‖CN .τ−1

q l−N‖Υ1/2
q ‖C0

t
+ τ−1

q δ
1/2
q+1 . τ−1

q δ
1/2
q+1l

−N .

Moreover,

Dt,q(γξ(Rq,i)) = ∇γξ(Rq,i) ·Dt,qRq,i.

By applying [BDLIS15, Proposition C.1] and (B.8) we have for N > 1

‖∇γξ(Rq,i)‖CN . ‖∇γξ‖C1‖Rq,i‖CN + ‖∇γξ‖CN‖Rq,i‖NC1 . l−N ,

which together with (B.8) implies that for N > 1

‖Dt,q(γξ(Rq,i))‖CN . ‖∇γξ(Rq,i)‖CN‖Dt,qRq,i‖C0 + ‖∇γξ(Rq,i)‖C0‖Dt,qRq,i‖CN . τ−1
q l−N .

It is easy to see that the bound is also valid for N = 0.

In the end, by applying the chain rule again, we summarize all the bounds above and obtain N > 0

‖Dt,qa(ξ,i)‖CN . ‖Dt,q(Υ
1/2
q,i )γξ(R̃q,i)‖CN + ‖Υ1/2

q,i Dt,qγξ(R̃q,i)‖CN . τ−1
q δ

1/2
q+1l

−N .

�

APPENDIX C. BUILDING BLOCKS AND AUXILIARY ESTIMATES IN SECTION 5

In this section, we first introduce the building blocks used in the convex integration method. Then we

provide some estimates on the amplitude functions appearing in Section 5.

C.1. Generalized intermittent spatial-time jets.

C.1.1. Building blocks for the transport equations. In this section, we present the building blocks for advection-

diffusion equations, which can be viewed as a generalization of those in [BCDL21, Section 4], incorporating

more intermittency in the spatial domain.

For parameters λ, r⊥, r‖ > 0, we assume

λ−1 ≪ r⊥ ≪ r‖ ≪ 1, λr⊥ ∈ N.

We recall the geometric Lemma B.1 and the two disjoint families Λ1,Λ2 discussed in that lemma for

d > 2. For each ξ ∈ Λ1∪Λ2 let us defineAi
ξ ∈ Sd−1∩Qd, i = 1, 2, ..., d−1 such that {ξ, Ai

ξ, i = 1, ..., d−1}
form an orthonormal basis in Rd. We label by n∗ the smallest natural number such that

{n∗ξ, n∗A
i
ξ, i = 1, ..., d− 1} ⊂ Zd,

for every ξ ∈ Λ1 ∪ Λ2.

Now we introduce the cut-off functions used in the construction. First, there is a smooth mean-zero

function φ : Rd−1 → R with support in B(0, 1) satisfying φ ≡ 1 on B(0, 13 ). Moreover, the function Φ,

defined by φ = −∆Φ, is a smooth function with support in B(0, 1). In fact, let φ0 : Rd−1 → R be a smooth

function with support in B(0, 1) satisfying φ0 ≡ 1 on B(0, 13 ). By [MB03, Lemma 1.12] we can define
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Φ0 : Rd−1 → R by solving φ0 = −∆Φ0. We let Φ := Φ0φ0 which is a smooth function with support in

a ball of radius 1. We define φ = −∆Φ, which is a smooth function with support in a ball of radius 1 and

mean-zero. It is easy to check that on B(0, 13 ), φ = −∆(Φ0φ0) = −∆Φ0 = φ0 = 1.

Let ψ : R → R be a smooth, mean-zero function with support in B(0, 1) satisfying ψ ≡ 1 on B(0, 13 ).

Define φ′ : Rd−1 → R to be a smooth non-negative function with support in B(0, 13 ) satisfying
ˆ

Rd−1

φ′(x1, x2, ..., xd−1)dx1dx2..dxd−1 = 1,

and let ψ′ : R → R be a smooth non-negative function with support in B(0, 13 ) such that
ˆ

R

ψ′(xd)dxd = 1.

Then it is easy to see that

φφ′ = φ′, ψψ′ = ψ′. (C.1)

We define the rescaled cut-off functions by

φr⊥(x1, x2, ..., xd−1) =
1

r
(d−1)/2
⊥

φ(
x1
r⊥
,
x2
r⊥
, ...,

xd−1

r⊥
),

Φr⊥(x1, x2, ..., xd−1) =
1

r
(d−1)/2
⊥

Φ(
x1
r⊥
,
x2
r⊥
, ...,

xd−1

r⊥
),

ψr‖(xd) =
1

r
1/2
‖

ψ(
xd
r‖

).

Similarly, we define the rescaled cut-offφ′r⊥ , ψ
′
r‖

with respect to φ′, ψ′. We periodizeφr⊥ ,Φr⊥ , ψr‖ , φ
′
r⊥ , ψ

′
r‖

so that they can be viewed as functions on Td−1 and T respectively. Consider a large time oscillation param-

eter µ > 0. For every ξ ∈ Λ1 ∪ Λ2 we introduce

ψ(ξ)(t, x) : = ψr‖(n∗r⊥λ(x · ξ − µt)),

Φ(ξ)(x) : = Φr⊥(n∗r⊥λx ·A1
ξ , ..., n∗r⊥λx ·Ad−1

ξ ),

φ(ξ)(x) : = φr⊥(n∗r⊥λx · A1
ξ, ..., n∗r⊥λx · Ad−1

ξ ).

Here we remark that we do not need to translate the building blocks such that the supports are disjoint,

since the disjoint support property will be achieved by choosing suitable time jets in the following section.

Similarly, we define the building blocks φ′(ξ), ψ
′
(ξ).

The building blocks W(ξ) : R× Td → Rd,Θ(ξ) : R× Td → R are defined as

W(ξ)(t, x) := ξψ(ξ)(t, x)φ(ξ)(x), Θ(ξ)(t, x) := ψ′
(ξ)(t, x)φ

′
(ξ)(x),

at which point, together with identities in (C.1) we have that
ˆ

Td

W(ξ)Θ(ξ)dx = ξ, (C.2)

∂tΘ(ξ) + µr
d−1
2

⊥ r
1
2

‖ div(W(ξ)Θ(ξ)) = 0. (C.3)

Since W(ξ) is not divergence-free, inspired by [CL22a, Section 4.1] we introduce the skew-symmetric

corrector term

V(ξ) :=
1

(n∗λ)2
(ξ ⊗∇Φ(ξ) −∇Φ(ξ) ⊗ ξ)ψ(ξ).
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Then by a direct computation

divV(ξ) = ψ(ξ)φ(ξ)ξ −
1

(n∗λ)2
∇Φ(ξ)ξ · ∇ψ(ξ) =W(ξ) −

1

(n∗λ)2
∇Φ(ξ)ξ · ∇ψ(ξ). (C.4)

Finally, we obtain that for N,M > 0 and p ∈ [1,∞] the following holds

‖∇N∂Mt ψ(ξ)‖CtLp . r
1
p
− 1

2

‖ (
r⊥λ

r‖
)N (

r⊥λµ

r‖
)M , (C.5)

‖∇Nφ(ξ)‖Lp + ‖∇NΦ(ξ)‖Lp . r
d−1
p

− d−1
2

⊥ λN , (C.6)

‖∇N∂Mt W(ξ)‖CtLp + λ‖∇N∂Mt V(ξ)‖CtLp . r
d−1
p

− d−1
2

⊥ r
1
p
− 1

2

‖ λN (
r⊥λµ

r‖
)M , (C.7)

‖∇N∂Mt Θ(ξ)‖CtLp . r
d−1
p

− d−1
2

⊥ r
1
p
− 1

2

‖ λN (
r⊥λµ

r‖
)M , (C.8)

where the implicit constants may depend on p,N andM , but are independent of λ, r⊥, r‖, µ. These estimates

can be easily deduced from the definitions.

C.1.2. Building blocks for the Navier-Stokes or Euler equations. In this section we recall the generalized

intermittent jets introduced in [LZ23, Section3].

We recall the geometric Lemma B.2 and the set Λ := Λ
1

discussed in that lemma for d > 2. Additionally,

we use the parameters λ, r⊥, r‖ > 0 defined in the previous section. For each ξ ∈ Λ let us define A
i

ξ ∈
Sd−1 ∩Qd, i = 1, 2, ..., d− 1, such that {ξ, Ai

ξ, i = 1, ..., d− 1} form an orthonormal basis in Rd. We label

by n∗ the smallest natural number such that for every ξ ∈ Λ

{n∗ξ, n∗A
i

ξ, i = 1, ..., d− 1} ⊂ Zd.

Let Φ : Rd−1 → R be a smooth function with support in a ball of radius 1. We normalize Φ such that

φ = −∆Φ obeys
ˆ

Rd−1

φ
2
(x1, x2, ..., xd−1)dx1dx2..dxd−1 = 1.

By definition we know that
´

Rd−1 φdx1dx2..dxd−1 = 0.

Define ψ : R → R to be a smooth, mean-zero function with support in a ball of radius 1 satisfying
ˆ

R

ψ
2
(xd)dxd = 1.

We define the rescaled cut-off functions

φr⊥(x1, x2, ..., xd−1) =
1

r
(d−1)/2
⊥

φ(
x1
r⊥
,
x2
r⊥
, ...,

xd−1

r⊥
),

Φr⊥(x1, x2, ..., xd−1) =
1

r
(d−1)/2
⊥

Φ(
x1
r⊥
,
x2
r⊥
, ...,

xd−1

r⊥
),

ψr‖
(xd) =

1

r
1/2
‖

ψ(
xd
r‖

).

We periodize them so that they can be viewed as functions on Td−1 and T respectively. Consider a new large

time oscillation parameter µ > 0. For every ξ ∈ Λ we introduce

ψ(ξ)(t, x) := ψr‖
(n∗r⊥λ(x · ξ − µt)),
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Φ(ξ)(x) := Φr⊥(n∗r⊥λx ·A1

ξ, ..., n∗r⊥λx ·Ad−1

ξ ),

φ(ξ)(x) := φr⊥(n∗r⊥λx · A1

ξ, ..., n∗r⊥λx · Ad−1

ξ ).

Here, similarly as before, we do not need to translate the building blocks since the the disjoint support

property will be achieved by selecting suitable time jets in the following section.

The intermittent jets W (ξ) : R× Td → Rd are defined as

W (ξ)(t, x) = ξψ(ξ)(t, x)φ(ξ)(x).

By definition and a basic calculation we have that

∂t(ψ
2

(ξ)φ
2

(ξ)ξ) + µdiv(W (ξ) ⊗W (ξ)) = 0, (C.9)
ˆ

Td

W (ξ) ⊗W (ξ)dx = ξ ⊗ ξ. (C.10)

Since W (ξ) is not divergence-free, we introduce the skew-symmetric corrector term

V (ξ) :=
1

(n∗λ)2
(ξ ⊗∇Φ(ξ) −∇Φ(ξ) ⊗ ξ)ψ(ξ).

Then by a direct computation

divV (ξ) =W (ξ) −
1

(n∗λ)2
∇Φ(ξ)ξ · ∇ψ(ξ). (C.11)

Finally, we obtain that for N,M > 0 and p ∈ [1,∞] the following holds

‖∇N∂Mt ψ(ξ)‖CtLp . r
1
p
− 1

2

‖ (
r⊥λ

r‖
)N (

r⊥λµ

r‖
)M , (C.12)

‖∇NΦ(ξ)‖Lp + ‖∇Nφ(ξ)‖Lp . r
d−1
p

− d−1
2

⊥ λN , (C.13)

‖∇N∂Mt W (ξ)‖CtLp + λ‖∇N∂Mt V (ξ)‖CtLp . r
d−1
p

− d−1
2

⊥ r
1
p
− 1

2

‖ λN (
r⊥λµ

r‖
)M , (C.14)

where the implicit constants may depend on p,N and M , but are independent of λ, r⊥, r‖, µ.

C.1.3. Temporal jets. In this section, we introduce additional intermittency in the time direction similarly as

in [CL21, Section 4.2]. For ξ ∈ Λ1 ∪Λ2∪Λ, let us choose temporal functions g(ξ)(t) and h(ξ)(t) to oscillate

the building blocks intermittently in time. Let G ∈ C∞
c (0, 1) be non-negative and

ˆ 1

0

G2(t)dt = 1.

Letting η > 0 be a small constant satisfying η · card(Λ1 ∪ Λ2 ∪ Λ) ≪ 1, we define g̃(ξ) : T → R as

the 1-periodic extension of η−
1
2G(

t−tξ
η ), where tξ are chosen so that g̃(ξ) have disjoint supports for different

ξ ∈ Λ1 ∪ Λ2 ∪ Λ. We will also oscillate the perturbations at a large frequency σ ∈ N. So, we define

g(ξ)(t) = g̃(ξ)(σt).

For the corrector term we define H(ξ), h(ξ) : T → R by

H(ξ)(t) =

ˆ t

0

g(ξ)(s)ds, h(ξ)(t) =

ˆ σt

0

(g̃2(ξ)(s)− 1)ds. (C.15)
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In view of the zero-mean condition for g̃2(ξ)(t) − 1, we obtain that h(ξ) is T/σ-periodic, and for any

n > 0, p > 1

‖g(ξ)‖Wn,p
t

. (
σ

η
)nη

1
p
− 1

2 , ‖h(ξ)‖L∞
t

6 1. (C.16)

C.2. The estimates on the amplitude functions. In this section, we show the estimates of the amplitude

functions appearing in Section 5.

Proof of Proposition 5.2. First, we estimate χ(ζ|Ml|−n) in CN
t,x-norm forN ∈ N. We recall that from (5.7)

‖Ml‖CN
t,x

. l−d−2−N .

On suppχ(ζ|Ml| − n), n > 3, we have |Ml| > ζ−1. Then we apply [BDLIS15, Proposition C.1] to a

smooth function f(z) satisfying f(z) = |z| on |z| > ζ−1. Since |DNf(z)| . ζN−1 on |z| > ζ−1, we have

for N > 1

‖|Ml|‖CN
t,x

. ‖|Ml|‖C0
t,x

+ ‖Df‖C0‖Ml‖CN
t,x

+ ‖Df‖CN−1‖Ml‖NC1
t,x

. l−d−2−N + ζN−1l−(d+3)N . ζN−1l−(d+3)N .

Then we apply the chain rule from [BDLIS15, Proposition 4.1] to f(z) = χ(ζz−n), |Dmf | . ζm to obtain

‖χ(ζ|Ml| − n)‖CN
t,x

. ‖χ(ζ|Ml| − n)‖C0
t,x

+ ‖Df‖C0 ‖|Ml|‖CN
t,x

+ ‖Df‖CN−1 ‖|Ml|‖NC1
t,x

. ζN l−N(d+3) . l−N(d+4),

where we used the condition ζ . l−1. Then by (5.12) we have for N ∈ N

∑

n>3

‖χ(ζ|Ml| − n)‖CN
t,x

.

1+Cl−d−2
∑

n=3

l−N(d+4) . l−N(d+4)−(d+2).

This bound is also valid for N = 0. The bound for χ̃(ζ|Ml| − n) is similar to the one described above.

Next we estimate χ(ζ|Ml| − n)Γξ(
Ml

|Ml|
) in CN

t,x-norm. By the Leibniz rule we get

∥

∥

∥

∥

Ml

|Ml|

∥

∥

∥

∥

CN
t,x

.

N
∑

m=0

‖Ml‖CN−m
t,x

∥

∥

∥

∥

1

|Ml|

∥

∥

∥

∥

Cm
t,x

.

On suppχ(ζ|Ml| − n), n > 3, we have |Ml| > ζ−1. Then we apply [BDLIS15, Proposition C.1] to a

smooth function f(z) satisfying f(z) = 1
|z| on |z| > ζ−1. Since |DNf(z)| . ζN+1 on |z| > ζ−1, we have

for N > 1
∥

∥

∥

∥

1

|Ml|

∥

∥

∥

∥

Cm
t,x

. ζ + ζ2l−d−2−m + ζm+1l−m(d+3) . l−m(d+4)−1,

which implies that

∥

∥

∥

∥

Ml

|Ml|

∥

∥

∥

∥

CN
t,x

.

N
∑

m=1

l−d−2−N+ml−m(d+4)−1 + l−d−2−N l−1 . l−(d+5)N−(d+3).

We apply the chain rule from [BDLIS15, Proposition 4.1] to f(z) = Γξ(z), |Dmf | . 1 to obtain for N > 1
∥

∥

∥

∥

Γξ

( Ml

|Ml|
)

∥

∥

∥

∥

CN
t,x

.

∥

∥

∥

∥

Ml

|Ml|

∥

∥

∥

∥

CN
t,x

+

∥

∥

∥

∥

Ml

|Ml|

∥

∥

∥

∥

N

C1
t,x

. l−(2d+8)N .
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By the chain rule we get for N ∈ N

∑

n>3

∑

ξ∈Λn

∥

∥

∥

∥

χ(ζ|Ml| − n)Γξ

( Ml

|Ml|
)

∥

∥

∥

∥

CN
t,x

. l−(2d+8)N−(d+2).

This bound is also valid for N = 0.

For the last term, we have for N ∈ N0

(n

ζ

)N

1{χ(ζ|Ml|−n)>0} +
(n

ζ

)N

1{χ̃(ζ|Ml|−n)>0} . (‖Ml‖C0
t,x

+ ζ−1)N . l−N(d+2).

�

Proof of Proposition 5.3. First we recall the definition of A:

A := 2

√

l2 + |R̊l|2,

which together with (5.6) implies that ‖A‖C0
t,x

. l−d−2.

Next we estimate the CN
t,x-norm for N ∈ N. We apply the chain rule in [BDLIS15, Proposition C.1] to

f(z) =
√
l2 + z2, |Dmf(z)| . l−m+1 to obtain
∥

∥

∥

∥

√

l2 + |R̊l|2
∥

∥

∥

∥

CN
t,x

.

∥

∥

∥

∥

√

l2 + |R̊l|2
∥

∥

∥

∥

C0
t,x

+ ‖Df‖C0‖R̊l‖CN
t,x

+ ‖Df‖CN−1‖R̊l‖NC1
t,x

. l−d−2−N + l−N+1l−(d+3)N ,

which implies that for N > 1

‖A‖CN
t,x

.

∥

∥

∥

∥

√

l2 + |R̊l|2
∥

∥

∥

∥

CN
t,x

. l1−(d+4)N . (C.17)

Let us now estimate the CN
t,x-norm. By the Leibniz rule we get

‖a(ξ)‖CN
t,x

.

N
∑

m=0

∥

∥

∥A1/2
∥

∥

∥

Cm
t,x

∥

∥

∥

∥

∥

γξ(Id − R̊l

A
)

∥

∥

∥

∥

∥

CN−m
t,x

.

Applying [BDLIS15, Proposition C.1] to f(z) = z1/2, |Dmf(z)| . |z|1/2−m, for m = 1, ..., N , and using

(C.17) we obtain for m > 1

‖A1/2‖Cm
t,x

. ‖A1/2‖C0
t,x

+ l−1/2‖A‖Cm
t,x

+ l1/2−m‖A‖mC1
t,x

. l1/2−(d+4)m.

Next we estimate γξ(Id − R̊l

A ). By [BDLIS15, Proposition C.1] we need to estimate

∥

∥

∥

∥

∥

R̊l

A

∥

∥

∥

∥

∥

CN−m
t,x

+

∥

∥

∥

∥

∥

∇t,xR̊l

A

∥

∥

∥

∥

∥

N−m

C0
t,x

+

∥

∥

∥

∥

∥

R̊l

A2

∥

∥

∥

∥

∥

N−m

C0
t,x

‖A‖N−m
C1

t,x
.

We use A > l to have that
∥

∥

∥

∥

∥

∇t,xR̊l

A

∥

∥

∥

∥

∥

N−m

C0
t,x

. l−N+ml−(d+3)(N−m) . l−(d+4)(N−m),
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and in view of | R̊l

A | 6 1 that
∥

∥

∥

∥

∥

R̊l

A2

∥

∥

∥

∥

∥

N−m

C0
t,x

.

∥

∥

∥

∥

1

A

∥

∥

∥

∥

N−m

C0
t,x

. l−N+m,

and by (C.17) that

‖A‖N−m
C1

t,x

. l−(d+3)(N−m).

Moreover, we write
∥

∥

∥

∥

∥

R̊l

A

∥

∥

∥

∥

∥

CN−m
t,x

.

N−m
∑

k=0

‖R̊l‖Ck
t,x

∥

∥

∥

∥

1

A

∥

∥

∥

∥

CN−m−k
t,x

.

Using (C.17) and [BDLIS15, Proposition C.1] we obtain
∥

∥

∥

∥

1

A

∥

∥

∥

∥

CN−m−k
t,x

.

∥

∥

∥

∥

1

A

∥

∥

∥

∥

C0
t,x

+ l−2‖A‖CN−m−k
t,x

+ l−N+m+k−1‖A‖N−m−k
C1

t,x

. l−2l1−(d+4)(N−m−k) + l−(N−m−k)−1l−(d+3)(N−m−k) . l−(d+4)(N−m−k)−1.

Thus, we obtain

‖ R̊l

A
‖CN−m

t,x
.

N−m−1
∑

k=0

l−d−2−kl−(d+4)(N−m−k)−1 + l−d−2−(N−m)l−1 . l−(d+3)−(d+4)(N−m).

Finally, the above bounds lead to
∥

∥

∥

∥

∥

γξ

(

Id − R̊l

A

)

∥

∥

∥

∥

∥

CN−m
t,x

. l−(d+3)−(d+4)(N−m).

Combining this with the bounds for A1/2 above yields for N ∈ N

‖a(ξ)‖CN
t,x

. l−(d+2)/2l−(d+3)−(d+4)N +

N−1
∑

m=1

l1/2−(d+4)ml−(d+3)−(d+4)(N−m) + l1/2−(d+4)N

. l−2d−3−(d+4)N ,

where the final bound is also valid for N = 0.

�
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