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#### Abstract

We investigate three types of averaging principles and the normal deviation for multi-scale stochastic differential equations (in short, SDEs) with polynomial nonlinearity. More specifically, we first demonstrate the strong convergence of the solution of SDEs, which involves highly oscillating components and fast processes, to that of the averaged equation. Then we investigate the small fluctuations of the system around its average, and show that the normalized difference weakly converges to an Ornstein-Uhlenbeck type process, which can be viewed as a functional central limit theorem. Additionally, we show that the attractor of the original system tends to that of the averaged equation in probability measure space as the time scale $\varepsilon$ goes to zero. Finally, we establish the second Bogolyubov theorem; that is to say, we prove that there exists a quasi-periodic solution in a neighborhood of the stationary solution of the averaged equation when the $\varepsilon$ is small.
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## 1. Introduction

Consider the following periodically forced Van der Pol's equation:

$$
\begin{equation*}
y^{\prime \prime}+\mu\left(y^{2}-1\right) y^{\prime}+y=a \sin (2 \pi \nu t) \tag{1.1}
\end{equation*}
$$

where $\mu \gg 1, \nu$ represents the frequency and $a$ the amplitude of the forcing. Let $t=\mu \tau$ and

$$
x=\frac{1}{\mu^{2}} \frac{\mathrm{~d} y}{\mathrm{~d} \tau}+\frac{y^{3}}{3}-3
$$

which is also called the Liénard transformation. Define $\varepsilon=\frac{1}{\mu^{2}}$. Hence we can transform (1.1) into the following system

$$
\left\{\begin{align*}
\frac{\mathrm{d} x}{\mathrm{~d} \tau} & =a \sin \left(2 \pi \nu \frac{1}{\sqrt{\varepsilon}} \tau\right)-y  \tag{1.2}\\
\frac{\mathrm{~d} y}{\mathrm{~d} \tau} & =\frac{1}{\varepsilon}\left(x-\frac{y^{3}}{3}+y\right)
\end{align*}\right.
$$

Let $\theta=\frac{1}{\sqrt{\varepsilon}} \tau$. Then note that (1.2) is a multi-scale system, including the slow variable $x$, the fast variable $y$ and the highly oscillating time component $\theta$. Van der Pol's equation is one of the most important examples of multi-scale systems. It exhibits a wide variety of interesting dynamical phenomena and appears frequently in applications in various fields, including, but not limited to, neuroscience, seismology, electrical circuits, networks, and systems biology. Multi-scale models appear frequently in many real-world dynamical systems, such as climate weather interactions (see e.g. [29, 37]), macro-molecules (see e.g. [3, 25]), stochastic volatility in finance (see e.g. [15]), etc.

Usually, studying multi-scale models is relatively difficult because of the presence of widely separated times scales and the interactions between them. To understand the dynamics of multiscale models, it is desirable to seek a simplified system, which can simulate and predict the evolution of the original system over a long time scale. This is the basic idea of the averaging principle.

The averaging principle was first developed for deterministic systems by Krylov, Bogolyubov and Miltropolsky [4, 34], and extended to SDEs by Khasminskii [27]. After that, numerous studies have been carried out on the averaging principle for SDEs, see e.g. [2, 16, 19, 28, 36, 38, 40, 44, 46] and the references therein. Furthermore, similar results concerning stochastic partial differential equations can be found in references like $[5,7,9,10,12,13,18,21,45]$. Despite considerable advances in the averaging principle, it seems that there is no work on multi-scale SDEs which includes the slow variable, the fast variable and the highly oscillating time component.

Building upon the motivations mentioned above, in this paper we investigate the averaging principle of the following multi-scale SDEs with polynomial nonlinearity:

$$
\left\{\begin{array}{l}
\mathrm{d} X_{t}^{\varepsilon}=f\left(\varepsilon^{-\gamma} t, X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right) \mathrm{d} t+\sigma\left(\varepsilon^{-\gamma} t, X_{t}^{\varepsilon}\right) \mathrm{d} W_{t}^{1}  \tag{1.3}\\
\mathrm{~d} Y_{t}^{\varepsilon}=\left(\varepsilon^{-2 \alpha} B\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)+\varepsilon^{-\beta} b\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)\right) \mathrm{d} t+\varepsilon^{-\alpha} g\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right) \mathrm{d} W_{t}^{2}
\end{array}\right.
$$

where $0 \leq \beta<2 \alpha, 0<\gamma<2 \alpha, f: \mathbb{R}^{1+d_{1}+d_{2}} \rightarrow \mathbb{R}^{d_{1}}, \sigma: \mathbb{R}^{1+d_{1}} \rightarrow \mathbb{R}^{d_{1}} \otimes \mathbb{R}^{d_{1}}, B: \mathbb{R}^{d_{1}+d_{2}} \rightarrow \mathbb{R}^{d_{2}}$, $b: \mathbb{R}^{d_{1}+d_{2}} \rightarrow \mathbb{R}^{d_{2}}, g: \mathbb{R}^{d_{1}+d_{2}} \rightarrow \mathbb{R}^{d_{2}} \otimes \mathbb{R}^{d_{2}}$, and $0<\varepsilon \ll 1$ is a small parameter. Here $W^{1}$ and $W^{2}$ are independent standard Brownian motions. See Section 2 for detailed conditions for coefficients $f, \sigma, B, b$ and $g$. If $f$ and $\sigma$ are time-independent, and $b \equiv 0$ then (1.3) reduces to the classical slow-fast SDEs.

More precisely, as the time scale $\varepsilon$ goes to zero we first consider the so-called first Bogolyubov theorem, which focuses on the strong convergence of the solution of (1.3) to that of the following averaged equation on finite time intervals:

$$
\begin{equation*}
\mathrm{d} \bar{X}_{t}=\bar{f}\left(\bar{X}_{t}\right) \mathrm{d} t+\bar{\sigma}\left(\bar{X}_{t}\right) \mathrm{d} W_{t}^{1} \tag{1.4}
\end{equation*}
$$

where

$$
\bar{f}(x)=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{t}^{t+T} \int_{\mathbb{R}^{d_{2}}} f(s, x, y) \mu^{x}(\mathrm{~d} y) \mathrm{d} s, \lim _{T \rightarrow \infty} \frac{1}{T} \int_{t}^{t+T}|\sigma(s, x)-\bar{\sigma}(x)|_{H S}^{2} \mathrm{~d} s=0
$$

for all $(t, x) \in \mathbb{R}^{1+d_{1}}$ (see more details about the assumptions in Section 2.1), where $|\cdot|_{H S}$ is the Hilbert-Schmidt norm; see Theorem 2.3. Here $\mu^{x}$ is the invariant measure of

$$
\begin{equation*}
\mathrm{d} Y_{t}^{x}=B\left(x, Y_{t}^{x}\right) \mathrm{d} t+g\left(x, Y_{t}^{x}\right) \mathrm{d} W_{t} \tag{1.5}
\end{equation*}
$$

Secondly, we consider the case where the coefficients $f$ and $\sigma$ are time-independent. In this case, we assume $2 \alpha=1$ for simplicity. Then by using regularity estimates for the solutions to Poisson equations, we obtain the optimal strong convergence rate, i.e.

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t \in[0, T]}\left|X_{t}^{\varepsilon}-\bar{X}_{t}\right|^{2}\right) \leq C_{T} \varepsilon \tag{1.6}
\end{equation*}
$$

where $C_{T}$ is a constant (see Theorem 2.5). Furthermore, if $\sigma$ is constant, we study the normal deviation. In other words, we prove that the normalized difference

$$
Z_{t}^{\varepsilon}:=\frac{X_{t}^{\varepsilon}-\bar{X}_{t}}{\sqrt{\varepsilon}}
$$

weakly converges to $\bar{Z}_{t}$ as $\varepsilon$ goes to zero. Here $\bar{Z}_{t}$ is the solution to

$$
\begin{equation*}
\mathrm{d} \bar{Z}_{t}=\nabla \bar{f}\left(\bar{X}_{t}\right) \bar{Z}_{t} \mathrm{~d} t+G\left(\bar{X}_{t}\right) \mathrm{d} \widetilde{W}_{t}^{1}, \bar{Z}_{0}=0 \in \mathbb{R}^{d_{1}} \tag{1.7}
\end{equation*}
$$

where

$$
G(x)=\sqrt{\int_{0}^{\infty} \int_{\mathbb{R}^{d_{2}}} \mathbb{E}\left[f\left(x, Y_{t}^{x}(y)\right)-\bar{f}(x)\right][f(x, y)-\bar{f}(x)]^{T} \mu^{x}(\mathrm{~d} y) \mathrm{d} t}
$$

and $\widetilde{W}_{t}^{1}$ is another standard Brownian motion that is independent of $W_{t}^{1}$ (see Theorem 2.6). Here $Y_{t}^{x}(y), t \geq 0$ is the solution to (1.5) with $Y_{0}^{x}=y$. Such a result is also known as the Gaussian approximation. In addition, our investigation includes the study of the global averaging principle in the weak sense, i.e. we prove that the measure attractor of (1.3) converges, as $\varepsilon$ goes to zero, to that of (1.4) (see Theorem 2.8). Finally, we establish the second Bogolyubov theorem, which states that the stationary solution of (1.4) approximates the recurrent solution of (1.3) in the sense of (2.6) in Theorem 2.12.

Compared with [36], where they proved the fist Bogolyubov theorem for two time scale SDEs with locally Lipschitz coefficients, we study a broader class of SDEs (1.3). The slow process $X_{t}^{\varepsilon}$ here interacts not only with the fast process $Y_{t}^{\varepsilon}$ but also with the highly oscillating time component $\varepsilon^{-\gamma} t$. To overcome the difficulty, we employ the Poisson equation, the technique of time discretization and the technique of truncation. And we also obtain the optimal rate of strong convergence when the coefficients of the slow equation are time-independent and $f$ satisfies the following locally monotone condition: for all $x_{1}, x_{2} \in \mathbb{R}^{d_{1}}$ and $y \in \mathbb{R}^{d_{2}}$

$$
\begin{equation*}
\left\langle f\left(x_{1}, y\right)-f\left(x_{2}, y\right), x_{1}-x_{2}\right\rangle \leq M\left(1+|y|^{\theta_{2}}\right)\left|x_{1}-x_{2}\right|^{2} \tag{1.8}
\end{equation*}
$$

where $M \geq 0$ and $\theta_{2} \geq 1$; see Section 2.2 for more detailed conditions.
The rate of convergence is interesting in its own right since it plays a crucial role in constructing efficient numerical schemes. The main motivation comes from the well-known Heterogeneous MultiScale Methods used to approximate the slow component; see e.g. [14, 31]. Recall that the optimal strong convergence order is also obtained in [43] for monotone SDEs. However, it should be noted that our result cannot be covered by those in [43] because there it is assumed that the coefficient $f$ must be monotone uniformly with respect to (in short, w.r.t.) $y$. There are certain classes of systems, such as $f(x, y)=x-x^{3}+y^{k} \sin x, k \in \mathbb{N}$, that do not satisfy monotonicity uniformly w.r.t. $y$ but satisfy condition (1.8); see Example 2.14.

In order to obtain the optimal strong convergence order under monotonicity conditions, we need to estimate two crucial terms:

$$
\mathscr{I}_{1}:=\mathbb{E}\left(\sup _{t \in[0, T]} \int_{0}^{t}\left\langle f\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\bar{f}\left(X_{s}^{\varepsilon}\right), X_{s}^{\varepsilon}-\bar{X}_{s}\right\rangle \mathrm{d} s\right)
$$

$$
\mathscr{I}_{2}:=\mathbb{E}\left(\sup _{t \in[0, T]} \int_{0}^{t}\left\langle\bar{f}\left(X_{s}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{s}\right), X_{s}^{\varepsilon}-\bar{X}_{s}\right\rangle \mathrm{d} s\right)
$$

For $\mathscr{I}_{1}$, regularity estimates for solutions to the Poisson equation can be employed to handle its estimation. The remaining part of the proof is to show that $\bar{f}$ is monotone when $f$ satisfies the locally monotone condition (1.8). Actually, thanks to the stability of the stationary solution to (1.5), we can complete the proof (see Lemma 5.1 for more details).

The first Bogolyubov theorem can be viewed as a functional law of large numbers, indicating the convergence of the slow process $X_{t}^{\varepsilon}$ to the averaged process $\bar{X}_{t}$. However, it is crucial to acknowledge that even for small positive values of $\varepsilon$, the slow process $X_{t}^{\varepsilon}$ still experiences fluctuations around the averaged process $\bar{X}_{t}$. Consequently, it is natural to go one step further and consider the functional central limit theorem, i.e. the normal deviation. By studying these deviations, we can contribute to the understanding of the behavior of the system and its relationship with the averaged process. The fundamental paper about the normal deviation of multi-scale SDEs is by Khasminskii [26]. Since then, further developments were acquired; see e.g. [6, 22, 30, 31, 32, 39, 40, 45].

To the best of our knowledge, it seems that there is no work on the normal deviation for SDEs with polynomial nonlinearity. Therefore, we focus on investigating the deviations of the solutions $X_{t}^{\varepsilon}$ to monotone SDEs of type (1.3) from $\bar{X}_{t}$ in this paper. Specifically, we establish that, under appropriate conditions, the deviation process $Z_{t}^{\varepsilon}$ converges weakly to an Ornstein-Uhlenbeck type process $\bar{Z}_{t}$. Such a result is closely related to the homogenization for solutions of partial differential equations with singularly perturbed terms; see e.g. [17].

More specifically, we prove that for any $\varphi \in C_{b}^{\infty}\left(\mathbb{R}^{d_{1}}\right)$

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[0, T]}\left|\mathbb{E} \varphi\left(Z_{t}^{\varepsilon}\right)-\mathbb{E} \varphi\left(\bar{Z}_{t}\right)\right|=0 \tag{1.9}
\end{equation*}
$$

where $C_{b}^{\infty}\left(\mathbb{R}^{d_{1}}\right)$ is the space of all smooth functions with bounded $j$-th derivatives for all integers $j \in[0, \infty)$. To this end, employing Itô's formula, we have

$$
\begin{aligned}
& \left|\mathbb{E} \varphi\left(Z_{t}^{\varepsilon}\right)-\mathbb{E} \varphi\left(\bar{Z}_{t}\right)\right| \\
& \leq\left|\mathbb{E} \int_{0}^{t} \frac{1}{\sqrt{\varepsilon}}\left\langle f\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\bar{f}\left(X_{s}^{\varepsilon}\right), \nabla \varphi\left(Z_{s}^{\varepsilon}\right)\right\rangle-\frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(Z_{s}^{\varepsilon}\right) G G^{T}\left(X_{s}^{\varepsilon}\right)\right] \mathrm{d} s\right| \\
& \quad+\left|\mathbb{E} \int_{0}^{t}\left\langle\nabla \bar{f}\left(\bar{X}_{s}+\iota\left(X_{s}^{\varepsilon}-\bar{X}_{s}\right)\right) Z_{s}^{\varepsilon}, \nabla \varphi\left(Z_{s}^{\varepsilon}\right)\right\rangle-\left\langle\nabla \bar{f}\left(\bar{X}_{s}\right) \bar{Z}_{s}, \nabla \varphi\left(\bar{Z}_{s}\right)\right\rangle \mathrm{d} s\right| \\
& \quad+\left|\mathbb{E} \int_{0}^{t} \frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(Z_{s}^{\varepsilon}\right) G G^{T}\left(X_{s}^{\varepsilon}\right)\right]-\frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(\bar{Z}_{s}\right) G G^{T}\left(\bar{X}_{s}\right)\right] \mathrm{d} s\right|=: \mathscr{I}_{1}+\mathscr{I}_{2}+\mathscr{I}_{3},
\end{aligned}
$$

where $\iota \in[0,1]$. Therefore, we just need to show that $\mathscr{I}_{1}, \mathscr{I}_{2}$ and $\mathscr{I}_{3}$ go to zero as $\varepsilon \rightarrow 0$. Combining the regularity estimates of the solutions to the Poisson equation and the optimal strong convergence (1.6), we prove that $\lim _{\varepsilon \rightarrow 0} \mathscr{I}_{1}=0$. For $\mathscr{I}_{2}$ and $\mathscr{I}_{3}$, we first prove that the subset

$$
\left\{Z^{\varepsilon}, \bar{Z}: 0<\varepsilon \leq 1\right\} \subset C\left([0, T] ; \mathbb{R}^{d_{1}}\right)
$$

is tight; see Lemma 5.3. By utilizing the tightness of the set and the separation properties of $C\left([0, T] ; \mathbb{R}^{d_{1}}\right)$, we can then conclude that $\lim _{\varepsilon \rightarrow 0} \mathscr{I}_{2}=0$ and $\lim _{\varepsilon \rightarrow 0} \mathscr{I}_{3}=0$, and complete the proof of (1.9); see Section 5.2 for details. This provides a better approximation and is also known as Van Kampen's scheme in physics; see e.g. [1].

Another main ingredient of this paper is to study the long-time asymptotic behavior of solutions to (1.3). So, we aim to establish the global averaging principle in the weak sense. Namely, we prove that the attractor of (1.3) tends to that of (1.4) in the space of probability measures. The global averaging principle of deterministic systems was proved in [20, 23, 24, 47] and the references therein. There are few works on the global averaging principle for stochastic systems. In [9, 10] the global averaging principle was established in the weak sense for stochastic partial differential equations with highly time oscillating components.

As we mentioned before, the drift coefficient $f$ in (1.3) exhibits a complex and general structure, and it encompasses not only the highly time oscillating component $\varepsilon^{-\gamma} t$, but also the fast variable $Y_{t}^{\varepsilon}$. Due to the coupling between the slow process $X_{t}^{\varepsilon}$ and the fast process $Y_{t}^{\varepsilon}$ in (1.3), it is necessary to consider the attractor of the entire multi-scale system as a unified entity. The dynamics of the slow process and the fast process are interconnected, and their mutual influence plays a role in shaping the behavior of the system as a whole. Therefore, we consider the attractor of the whole multi-scale system (1.3) instead of the single slow equation.

More exactly, fix $0<\varepsilon \leq 1$. Define the transition probability

$$
P^{\varepsilon}(s,(x, y), t, D):=\mathbb{P} \circ\left[\left(X_{s, t}^{\varepsilon}(x), Y_{s, t}^{\varepsilon}(y)\right)\right]^{-1}(D)
$$

for all $s \leq t,(x, y) \in \mathbb{R}^{d_{1}+d_{2}}$ and $D \in \mathcal{B}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$, where $\mathcal{B}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$ is the Borel $\sigma$-algebra of $\mathbb{R}^{d_{1}+d_{2}}$. Then for any $0<\varepsilon \leq 1$ it associates the Markov operator $P_{\varepsilon}^{*}$ acting on the probability measure space $\mathscr{P}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$ :

$$
\begin{equation*}
P_{\varepsilon}^{*}(s, t, m)(D):=\int_{\mathbb{R}^{d_{1}+d_{2}}} P^{\varepsilon}(s,(x, y), t, D) m(\mathrm{~d}(x, y)) \tag{1.10}
\end{equation*}
$$

for any $m \in \mathscr{P}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$ and $D \in \mathcal{B}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$.
Note that $P_{\varepsilon}^{*}$ is time inhomogeneous, so we employ the method of skew product to consider its pullback attractors. For detailed definitions of skew product flows, attractors, and pullback attractors, please see Section 6.1. Finally, we investigate the convergence of pullback measure attractors for (1.3).

Finally, we establish the second Bogolyubov theorem for (1.3). Since numerous physical models have periodic forces, such as (1.1), we approximate the periodic solution of the original system by utilizing the stationary solution to the averaged equation. It is worth noting that we obtain the convergence of a broader class of recurrent solutions, including periodic, quasi-periodic, almost periodic solutions among others; see Remark 2.13. For brevity, we focus on the analysis of quasiperiodic solutions in this paper. To be specific, under some suitable conditions we show that there exists a unique solution to (1.3), which is quasi-periodic in distribution, if $f$ and $\sigma$ are quasiperiodic. Then the law of the slow component of the quasi-periodic solution converges to the law of the stationary solution for (1.4) uniformly w.r.t. $t \in \mathbb{R}$ as the time scale $\varepsilon$ goes to zero.

Now we summarize the structure of the paper. In Section 2, we state our main results. In Section 3, we study the frozen equation and the Poisson equation. In Section 4, we investigate the first Bogolyubov theorem. In Section 5, we first prove the optimal strong convergence order. Then we establish the normal deviation. In Section 6, we prove the global averaging principle in the weak sense and the second Bogolyubov theorem. In the appendix at the end, we show the existence and uniqueness of solutions to (1.3).

Notations. Throughout this paper, let $|\cdot|$ be the Euclidean norm and $\langle\cdot, \cdot\rangle$ be the Euclidean inner product on $\mathbb{R}^{d}, d \in \mathbb{N}$. For a vector-valued or matrix-valued function $x \mapsto \varphi(x)$ defined on $\mathbb{R}^{d}$ or $(x, y) \mapsto \varphi(x, y)$ defined on $\mathbb{R}^{d_{1}+d_{2}}, d_{1}, d_{2} \in \mathbb{N}$, we denote the $i$-th order derivative of $\varphi$ by $\nabla^{i} \varphi(x)$, and the $i$-th and $j$-th order partial derivative of $\varphi(x, y)$ w.r.t. $x$ and $y$ by $\partial_{x}^{i} \partial_{y}^{j} \varphi(x, y)$, respectively, where $i, j \in \mathbb{N}$. For all $i \in \mathbb{N}$, let $C^{i, 2,4}\left(\mathbb{R}^{d+d_{1}+d_{2}}\right)$ be the space of all continuous mappings $f: \mathbb{R}^{d+d_{1}+d_{2}} \rightarrow \mathbb{R}^{d_{1}+d_{2}}$ such that $\partial_{h}^{i^{\prime}} f$ and $\partial_{x}^{j^{\prime}} \partial_{y}^{k^{\prime}} f$ are continuous for any $0 \leq i^{\prime} \leq i$ and $0 \leq 2 j^{\prime}+k^{\prime} \leq 4$. Let $[C]$ denote the integer part of $C$ for any $C \geq 0$. We use $C_{b}^{\bar{k}}\left(\mathbb{R}^{d_{1}}\right)$ to denote the space of all functions $f: \mathbb{R}^{d_{1}} \rightarrow \mathbb{R}$ whose $j$-th derivative is continuous and bounded for all $j \in[0, k]$. For any complete metric space $(\mathcal{X}, d)$, let $C(\mathbb{R}, \mathcal{X})$ be the space of all continuous mappings $\varphi: \mathbb{R} \rightarrow \mathcal{X}$ with the compact-open topology. Define the Hausdorff semi-metric $\operatorname{dist}_{\mathcal{X}}(A, B):=\sup _{x \in A} \inf _{y \in B} d(x, y)$ for any $A, B \subset \mathcal{X}$. Let $A^{T}$ denote the transpose of a matrix $A$. Let $\mathscr{L}(X)$ denote the distribution or law of random variable $X$, and $(\Omega, \mathscr{F}, \mathbb{P})$ be a complete probability space. We use $C$ with or without subscripts to denote some constant, which
may change from line to line. In this paper, solutions to SDEs are always meant to be strong solutions.

## 2. Statement of the main results

In this section, we formulate our main results.
2.1. The first Bogolyubov theorem. First of all, we introduce the following conditions about the coefficients $B, b$, and $g$ :
$\left(\mathbf{H}_{y}^{1}\right)$ There exist constants $\eta>0, \eta^{\prime} \geq 0, \theta \geq 2, \widetilde{\eta} \in \mathbb{R}$ and $K_{1} \in \mathbb{R}$ such that for all $(x, y) \in \mathbb{R}^{d_{1}+d_{2}}$

$$
2\langle B(x, y), y\rangle+|g(x, y)|_{H S}^{2} \leq-\eta|y|^{2}-\eta^{\prime}|y|^{\theta}+K_{1}, \quad 2\langle b(x, y), y\rangle \leq \widetilde{\eta}|y|^{2}+K_{1}
$$

$\left(\mathbf{H}_{y}^{2}\right)$ There exists a constant $K_{2}>0$ such that for all $(x, y) \in \mathbb{R}^{d_{1}+d_{2}}$

$$
K_{2}^{-1} I \leq a(x, y) \leq K_{2} I
$$

where $a(x, y)=\frac{1}{2} g g^{T}(x, y)$.
$\left(\mathbf{H}_{y}^{3}\right)$ (i) There exist constants $\eta>0$ and $\theta \geq 2$ such that for all $x \in \mathbb{R}^{d_{1}}, y_{1}, y_{2} \in \mathbb{R}^{d_{2}}$

$$
2\left\langle B\left(x, y_{1}\right)-B\left(x, y_{2}\right), y_{1}-y_{2}\right\rangle+\left|g\left(x, y_{1}\right)-g\left(x, y_{2}\right)\right|_{H S}^{2} \leq-\eta\left|y_{1}-y_{2}\right|^{2}
$$

(ii) There exists a constant $L_{g}>0$ such that for all $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in \mathbb{R}^{d_{1}+d_{2}}$

$$
\left|g\left(x_{1}, y_{1}\right)-g\left(x_{2}, y_{2}\right)\right|_{H S} \leq L_{g}\left(\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right|\right)
$$

(iii) There exist constants $\kappa_{1}, \kappa_{2} \geq 1$ and $K_{3}>0$ such that for all $x_{1}, x_{2} \in \mathbb{R}^{d_{1}}$ and $y \in \mathbb{R}^{d_{2}}$

$$
\begin{gathered}
\left|B\left(x_{1}, y\right)-B\left(x_{2}, y\right)\right| \leq K_{3}\left(1+|y|^{\kappa_{2}}\right)\left|x_{1}-x_{2}\right| \\
\left|b\left(x_{1}, y_{1}\right)-b\left(x_{2}, y_{2}\right)\right| \\
\leq K_{3}\left(1+\left|x_{1}\right|^{\kappa_{1}}+\left|x_{2}\right|^{\kappa_{1}}+\left|y_{1}\right|^{\kappa_{2}}+\left|y_{2}\right|^{\kappa_{2}}\right)\left(\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right|\right)
\end{gathered}
$$

$\left(\mathbf{H}_{y}^{4}\right)$ There exist constants $\varsigma>0$ and $\varsigma_{1}>8$ such that for all $(x, y) \in \mathbb{R}^{d_{1}+d_{2}}$ and $\xi \in \mathbb{R}^{d_{2}}$

$$
2\left\langle\partial_{y} B(x, y) \xi, \xi\right\rangle+\left(\varsigma_{1}-1\right)\left|\partial_{y} g(x, y) \xi\right|^{2} \leq-\varsigma|\xi|^{2}
$$

$\left(\mathbf{H}_{y}^{5}\right)$ There exist $K_{3}>0$ and $\kappa_{1} \geq 1$ such that $B \in C^{3,3}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$ and $g \in C^{3,3}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$ satisfy

$$
\sum_{1 \leq i+j \leq 3}\left(\left|\partial_{y}^{j} \partial_{x}^{i} B\right|+\left|\partial_{y}^{j} \partial_{x}^{i} g\right|\right) \leq K_{3}\left(1+|y|^{\kappa}\right)
$$

Remark 2.1. Note that $\left(\mathbf{H}_{y}^{4}\right)$ and $\left(\mathbf{H}_{y}^{5}\right)$ are not necessarily required if we study the averaging principle by the technique of time discretization. However, in this context, we aim to investigate the optimal strong convergence rate for the averaging principle based on the Poisson equation, and we need $\left(\mathbf{H}_{y}^{4}\right)-\left(\mathbf{H}_{y}^{5}\right)$ to obtain the well-posedness of the Poisson equation (see e.g. [11, 43]).

Note that if $\left(\mathbf{H}_{y}^{1}\right)$ and $\left(\mathbf{H}_{y}^{2}\right)$ hold, then for any $x \in \mathbb{R}^{d_{1}}$

$$
\begin{equation*}
\mathrm{d} Y_{t}^{x}=B\left(x, Y_{t}^{x}\right) \mathrm{d} t+g\left(x, Y_{t}^{x}\right) \mathrm{d} W_{t}^{2} \tag{2.1}
\end{equation*}
$$

admits a unique invariant measure $\mu^{x}$; see e.g. [42]. Set

$$
\hat{f}(t, x):=\int_{\mathbb{R}^{d_{2}}} f(t, x, y) \mu^{x}(\mathrm{~d} y), \quad \forall(t, x, y) \in \mathbb{R}^{1+d_{1}+d_{2}}
$$

Next, we introduce the conditions concerning the coefficients $f$ and $\sigma$ :
$\left(\mathbf{A}_{f}\right)$ Let $R \in \mathbb{R}_{+}$. There exist $\omega_{R}^{f}: \mathbb{R} \rightarrow \mathbb{R}_{+}$satisfying $\omega_{R}^{f}(T) \rightarrow 0$ as $T \rightarrow \infty$ and $\bar{f}: \mathbb{R}^{d_{1}} \rightarrow \mathbb{R}^{d_{1}}$ such that for all $t \in \mathbb{R}$ and $|x| \leq R$

$$
\frac{1}{T}\left|\int_{t}^{t+T}(\hat{f}(s, x)-\bar{f}(x)) \mathrm{d} s\right| \leq \omega_{R}^{f}(T)
$$

$\left(\mathbf{A}_{\sigma}\right)$ There exists $\omega^{\sigma}: \mathbb{R} \rightarrow \mathbb{R}_{+}$satisfying $\omega^{\sigma}(T) \rightarrow 0$ as $T \rightarrow \infty$ and $\bar{\sigma}: \mathbb{R}^{d_{1}} \rightarrow \mathbb{R}^{d_{1}} \otimes \mathbb{R}^{d_{1}}$ such that for all $(t, x) \in \mathbb{R}^{1+d_{1}}$

$$
\frac{1}{T} \int_{t}^{t+T}|\sigma(s, x)-\bar{\sigma}(x)|_{H S}^{2} \mathrm{~d} s \leq \omega^{\sigma}(T)\left(1+|x|^{2}\right)
$$

$\left(\mathbf{H}_{x}^{1}\right)$ There exist constants $K_{4}, K_{5} \in \mathbb{R}$ such that for all $(t, x, y) \in \mathbb{R}^{1+d_{1}+d_{2}}$

$$
2\langle f(t, x, y), x\rangle+|\sigma(t, x)|^{2} \leq K_{4}\left(1+|x|^{2}\right)+K_{5}|y|^{\theta}
$$

where $\theta$ is as in $\left(\mathbf{H}_{y}^{1}\right)$.
$\left(\mathbf{H}_{x}^{2}\right)$ There exist constants $K_{6}>0, \theta_{1}, \theta_{2}>1$ such that for all $(t, x, y) \in \mathbb{R}^{1+d_{1}+d_{2}}$

$$
\left|\partial_{t} f(t, x, y)\right|+\sum_{0 \leq 2 i+j \leq 4}\left|\partial_{y}^{j} \partial_{x}^{i} f(t, x, y)\right| \leq K_{6}\left(1+|x|^{\theta_{1}}+|y|^{\theta_{2}}\right)
$$

$\left(\mathbf{H}_{x}^{3}\right)$ There exist constants $K_{7}, L_{\sigma}>0$ such that for all $t \in \mathbb{R}$ and $x_{1}, x_{2} \in \mathbb{R}^{d_{1}}$

$$
\left|\sigma\left(t, x_{1}\right)-\sigma\left(t, x_{2}\right)\right|_{H S} \leq L_{\sigma}\left|x_{1}-x_{2}\right|, \quad|\sigma(t, 0)| \leq K_{7}
$$

Remark 2.2. (i) If $\theta=2$ or $K_{5}=0$ in $\left(\mathbf{H}_{x}^{1}\right)$, then we can assume that $\eta^{\prime}=0$ in $\left(\mathbf{H}_{y}^{1}\right)$.
(ii) Note that $\left(\mathbf{H}_{x}^{2}\right)$ implies that there exists a constant $C>0$, depending only on $K_{6}, \theta_{1}, \theta_{2}$, such that for all $t \in \mathbb{R}, x_{1}, x_{2} \in \mathbb{R}^{d_{1}}$ and $y_{1}, y_{2} \in \mathbb{R}^{d_{2}}$

$$
\begin{aligned}
& \left|f\left(t, x_{1}, y_{1}\right)-f\left(t, x_{2}, y_{2}\right)\right| \\
& \leq C\left(1+\left|x_{1}\right|^{\theta_{1}}+\left|x_{2}\right|^{\theta_{1}}+\left|y_{1}\right|^{\theta_{2}}+\left|y_{2}\right|^{\theta_{2}}\right)\left(\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right|\right) .
\end{aligned}
$$

(iii) If $f$ and $\sigma$ satisfy $\left(\mathbf{A}_{f}\right)$ and $\left(\mathbf{A}_{\sigma}\right)$ respectively then for all $t \in \mathbb{R}$ and $x \in \mathbb{R}^{d_{1}}$

$$
\bar{f}(x)=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{t}^{t+T} \hat{f}(s, x) \mathrm{d} s, \quad \bar{\sigma}(x)=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{t}^{t+T} \sigma(s, x) \mathrm{d} s
$$

(iv) Assume that $\left(\mathbf{H}_{y}^{1}\right),\left(\mathbf{H}_{y}^{3}\right)$ and $\left(\mathbf{H}_{x}^{1}\right)-\left(\mathbf{H}_{x}^{3}\right)$ hold. Let $0<\varepsilon \leq \sqrt[2 \alpha]{\eta^{\prime} / K_{5}} \wedge 1$. Then for any $(x, y) \in \mathbb{R}^{d_{1}+d_{2}}$ there exists a unique solution $\left(X_{t}^{\varepsilon}(x), Y_{t}^{\varepsilon}(y)\right)$ to (1.3) satisfying $\left(X_{0}^{\varepsilon}(x), Y_{0}^{\varepsilon}(y)\right)=$ $(x, y)$; see Lemma A. 1 for details. Moreover, if $g \in C_{b}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$ then for any $x \in \mathbb{R}^{d_{1}}$ there exists a unique solution $\bar{X}_{t}(x)$ to (1.4) with $\bar{X}_{0}(x)=x$; see Remark 4.2.
(v) In this paper, we focus on the asymptotic dynamics of the multi-scale system (1.3) when $\varepsilon$ goes to zero. There exists $\varepsilon_{0}>0$ such that our results in this paper hold for any $0<\varepsilon \leq \varepsilon_{0}$. Therefore, we state our results for all $0<\varepsilon \leq 1$ in this section for brevity.

Now we establish the first Bogolyubov theorem for (1.3).
Theorem 2.3. Assume that $\left(\mathbf{H}_{x}^{1}\right)-\left(\mathbf{H}_{x}^{3}\right),\left(\mathbf{H}_{y}^{1}\right)-\left(\mathbf{H}_{y}^{5}\right),\left(\mathbf{A}_{f}\right)$ and $\left(\mathbf{A}_{\sigma}\right)$ hold. Then we have

$$
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[0, T]} \mathbb{E}\left|X_{t}^{\varepsilon}(x)-\bar{X}_{t}(x)\right|^{2}=0
$$

2.2. Normal deviation. Let $f$ and $\sigma$ be independent of time $t$. Without loss of generality, assume that $\alpha=\frac{1}{2}$. Then we can consider the following system

$$
\left\{\begin{align*}
\mathrm{d} X_{t}^{\varepsilon} & =f\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right) \mathrm{d} t+\sigma\left(X_{t}^{\varepsilon}\right) \mathrm{d} W_{t}^{1}  \tag{2.2}\\
\mathrm{~d} Y_{t}^{\varepsilon} & =\left(\frac{1}{\varepsilon} B\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)+\frac{1}{\varepsilon^{\beta}} b\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)\right) \mathrm{d} t+\varepsilon^{-\frac{1}{2}} g\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right) \mathrm{d} W_{t}^{2}
\end{align*}\right.
$$

where $\beta<1$. To obtain the normal deviation, we need the following condition:
$\left(\mathbf{H}_{x}^{4}\right)$ (i) There exist $M>0$ and $\theta_{2}>1$ such that for all $x_{1}, x_{2} \in \mathbb{R}^{d_{1}}$ and $y \in \mathbb{R}^{d_{2}}$

$$
\left\langle f\left(x_{1}, y\right)-f\left(x_{2}, y\right), x_{1}-x_{2}\right\rangle \leq M\left(1+|y|^{\theta_{2}}\right)\left|x_{1}-x_{2}\right|^{2}
$$

(ii) There exists $C>0$ and $\theta_{2}>1$ such that for all $x \in \mathbb{R}^{d_{1}}$ and $y_{1}, y_{2} \in \mathbb{R}^{d_{2}}$

$$
\left|f\left(x, y_{1}\right)-f\left(x, y_{2}\right)\right| \leq C\left(1+\left|y_{1}\right|^{\theta_{2}}+\left|y_{2}\right|^{\theta_{2}}\right)\left|y_{1}-y_{2}\right|
$$
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Remark 2.4. There is a work on the optimal strong convergence rate for monotone SDEs in [43]. Our condition $\left(\mathbf{H}_{x}^{4}\right)$-(i), however, is more general than the condition [43, (2.1)].

The optimal strong convergence rate of the first Bogolyubov theorem for (2.2) we prove in this paper is contained in the following theorem.
Theorem 2.5. Assume that $\left(\mathbf{H}_{x}^{1}\right)-\left(\mathbf{H}_{x}^{4}\right)$ and $\left(\mathbf{H}_{y}^{1}\right)-\left(\mathbf{H}_{y}^{5}\right)$ hold. Then there exists a constant $C_{T}>0$ such that

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t \in[0, T]}\left|X_{t}^{\varepsilon}(x)-\bar{X}_{t}(x)\right|^{2}\right) \leq C_{T} \varepsilon \tag{2.3}
\end{equation*}
$$

For simplicity, set $X_{t}^{\varepsilon}:=X_{t}^{\varepsilon}(x), \bar{X}_{t}:=\bar{X}_{t}(x)$ for all $x \in \mathbb{R}^{d_{1}}$ in the following. Define $Z_{t}^{\varepsilon}:=$ $\frac{X_{t}^{\varepsilon}-\bar{X}_{t}}{\sqrt{\varepsilon}}$. It is clear that $Z_{t}^{\varepsilon}$ solves

$$
\mathrm{d} Z_{t}^{\varepsilon}=\frac{1}{\sqrt{\varepsilon}}\left(f\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{t}\right)\right) \mathrm{d} t+\frac{1}{\sqrt{\varepsilon}}\left(\sigma\left(X_{t}^{\varepsilon}\right)-\sigma\left(\bar{X}_{t}\right)\right) \mathrm{d} W_{t}^{1}, Z_{0}^{\varepsilon}=0 \in \mathbb{R}^{d_{1}}
$$

If $\sigma(x) \equiv \sigma$ is a constant, then we can show that, as $\varepsilon \rightarrow 0, Z_{t}^{\varepsilon}$ converges weakly to $\bar{Z}_{t}$, which is the solution of (1.7) with $\bar{Z}_{0}=0$.

Theorem 2.6. Assume that $\sigma$ is a constant. Furthermore, suppose that $\left(\mathbf{H}_{x}^{1}\right)-\left(\mathbf{H}_{x}^{4}\right)$ and $\left(\mathbf{H}_{y}^{1}\right)-$ $\left(\mathbf{H}_{y}^{5}\right)$ hold. Then for any $\varphi \in C_{b}^{\infty}\left(\mathbb{R}^{d_{1}}\right)$ we have

$$
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[0, T]}\left|\mathbb{E} \varphi\left(Z_{t}^{\varepsilon}\right)-\mathbb{E} \varphi\left(\bar{Z}_{t}\right)\right|=0
$$

2.3. Global averaging principle. Now we investigate the convergence of measure attractors for multi-scale SDEs (1.3). As mentioned in the Introduction, $P_{\varepsilon}^{*}$ defined by (1.10) is time inhomogeneous for any fixed $0<\varepsilon \leq 1$. Therefore, we employ the classical method called the method of skew product, which has been widely used in studying non-autonomous problems arising from deterministic differential equations and dynamical systems, to analyze its pullback attractor; see Section 6.1 for detailed definitions of cocycle, skew product flow, attractors, and pullback attractors.

More precisely, for any $0<\varepsilon \leq 1$ we characterize $P_{\varepsilon}^{*}$ as a cocycle over some base space. Indeed, let

$$
v:=(x, y)^{T}, \quad F_{\varepsilon}(t, v):=\left(f\left(\varepsilon^{-\gamma} t, x, y\right), \varepsilon^{-2 \alpha} B(x, y)+\varepsilon^{-\beta} b(x, y)\right)^{T}
$$

and

$$
G_{\varepsilon}(t, v):=\left(\sigma\left(\varepsilon^{-\gamma} t, x\right), \varepsilon^{-\alpha} g(x, y)\right)^{T}, \quad W:=\left(W^{1}, W^{2}\right)^{T}
$$

for all $0<\varepsilon \leq 1$ and $(t, x, y) \in \mathbb{R}^{1+d_{1}+d_{2}}$. Then (1.3) can be written as

$$
\begin{equation*}
\mathrm{d} V_{t}^{\varepsilon}=F_{\varepsilon}\left(t, V_{t}^{\varepsilon}\right) \mathrm{d} t+G_{\varepsilon}\left(t, V_{t}^{\varepsilon}\right) \mathrm{d} W_{t} \tag{2.4}
\end{equation*}
$$

Fix $0<\varepsilon \leq 1$. Let $\mathbb{F}_{\varepsilon}:=\left(F_{\varepsilon}, G_{\varepsilon}\right)$, and

$$
\mathcal{H}\left(\mathbb{F}_{\varepsilon}\right):=\overline{\left\{\mathbb{F}_{\varepsilon}^{\tau}: \tau \in \mathbb{R}\right\}}
$$

with the closure being taken under the metric $d$ given by (2.5) below, where $\mathbb{F}^{\tau}$ is the $\tau$-translation of $\mathbb{F}$ for each $\mathbb{F}: \mathbb{R} \times \mathbb{R}^{d_{1}+d_{2}} \rightarrow \mathbb{R}^{d_{1}+d_{2}}$, i.e. $\mathbb{F}^{\tau}(t, v):=\mathbb{F}(t+\tau, v)$, for all $(t, v) \in \mathbb{R}^{1+d_{1}+d_{2}}$. For any $\mathbb{F}_{1}, \mathbb{F}_{2}: \mathbb{R} \times \mathbb{R}^{d_{1}+d_{2}} \rightarrow \mathbb{R}^{d_{1}+d_{2}}$, let

$$
\begin{equation*}
d\left(\mathbb{F}_{1}, \mathbb{F}_{2}\right):=\sum_{n=1}^{\infty} \frac{1}{2^{n}} \frac{d_{n}\left(\mathbb{F}_{1}, \mathbb{F}_{2}\right)}{1+d_{n}\left(\mathbb{F}_{1}, \mathbb{F}_{2}\right)}, \tag{2.5}
\end{equation*}
$$

where $d_{n}\left(\mathbb{F}_{1}, \mathbb{F}_{2}\right):=\sup _{|t| \leq n,|v| \leq n}\left|\mathbb{F}_{1}(t, v)-\mathbb{F}_{2}(t, v)\right|$.
Remark 2.7. Fix $0<\varepsilon \leq 1$. We note that for any $\widetilde{\mathbb{F}}_{\varepsilon}:=\left(\widetilde{F}_{\varepsilon}, \widetilde{G}_{\varepsilon}\right) \in \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$ there exists $\left\{t_{n}\right\} \subset \mathbb{R}$ such that for all $l, r>0$

$$
\lim _{n \rightarrow \infty} \sup _{|t| \leq l,|v| \leq r}\left|F_{\varepsilon}\left(t+t_{n}, v\right)-\widetilde{F}_{\varepsilon}(t, v)\right|=0, \quad \lim _{n \rightarrow \infty} \sup _{|t| \leq l,|v| \leq r}\left|G_{\varepsilon}\left(t+t_{n}, v\right)-\widetilde{G}_{\varepsilon}(t, v)\right|_{H S}=0
$$

Therefore, if $\left(F_{\varepsilon}, G_{\varepsilon}\right)$ satisfies $\left(\mathbf{H}_{y}^{1}\right),\left(\mathbf{H}_{y}^{3}\right)$ and $\left(\mathbf{H}_{x}^{1}\right)-\left(\mathbf{H}_{x}^{3}\right)$ then $\widetilde{\mathbb{F}}_{\varepsilon}:=\left(\widetilde{F}_{\varepsilon}, \widetilde{G}_{\varepsilon}\right)$ does so for any $\widetilde{\mathbb{F}}_{\varepsilon} \in \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$. Furthermore, let $\sigma_{\tau} \mathbb{F}:=\mathbb{F}^{\tau}, \tau \in \mathbb{R}$. Then $\left(\mathcal{H}\left(\mathbb{F}_{\varepsilon}\right), \mathbb{R}, \sigma\right)$ is a shift dynamical system (also called Bebutov shift flow); see Definition 6.3.

Assume that $\left(\mathbf{H}_{y}^{1}\right),\left(\mathbf{H}_{y}^{3}\right)$ and $\left(\mathbf{H}_{x}^{1}\right)-\left(\mathbf{H}_{x}^{3}\right)$ hold. Fix $0<\varepsilon \leq 1$. We aim to show that $P_{\varepsilon}^{*}$ is a cocycle over the base space $\left(\mathcal{H}\left(\mathbb{F}_{\varepsilon}\right), \mathbb{R}, \sigma\right)$. It follows from Remark 2.7 that for each $\widetilde{\mathbb{F}}_{\varepsilon} \in \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$ and $v \in \mathbb{R}^{d_{1}+d_{2}}$, there exists a unique solution $V_{\widetilde{\mathbb{F}}_{\varepsilon}}(t, s, v)$ of $(2.4)$ by replacing $\mathbb{F}_{\varepsilon}$ with $\widetilde{\mathbb{F}}_{\varepsilon}$, i.e.

$$
\mathrm{d} V_{\widetilde{\mathbb{F}}_{\varepsilon}}(t, s, v)=\widetilde{F}_{\varepsilon}\left(t, V_{\widetilde{\mathbb{F}}_{\varepsilon}}(t, s, v)\right) \mathrm{d} t+\widetilde{G}_{\varepsilon}\left(t, V_{\widetilde{\mathbb{F}}_{\varepsilon}}(t, s, v)\right) \mathrm{d} W_{t}, V_{\widetilde{\mathbb{F}}_{\varepsilon}}(s, s, v)=v
$$

Here we explicitly denote the solution $V_{\widetilde{\mathbb{F}}_{\varepsilon}}(t, s, v)$ with a subscript $\widetilde{\mathbb{F}}_{\varepsilon}$ to indicate its dependence on $\widetilde{\mathbb{F}}_{\varepsilon}$. Similarly, we express the dependence of the associated Markov operators on $\widetilde{\mathbb{F}}_{\varepsilon}$ by writing

$$
P_{\varepsilon}^{*}\left(t, s, \widetilde{\mathbb{F}}_{\varepsilon}, m\right)(D):=\int_{\mathbb{R}^{d_{1}+d_{2}}} \mathbb{P} \circ\left(V_{\widetilde{\mathbb{F}}_{\varepsilon}}(t, s, v)\right)^{-1}(D) m(\mathrm{~d} v)
$$

for all $D \in \mathcal{B}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$ and $m \in \mathscr{P}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$. Set

$$
P_{\varepsilon}^{*}\left(t, \widetilde{\mathbb{F}}_{\varepsilon}, m\right)(D):=P_{\varepsilon}^{*}\left(0, t, \widetilde{\mathbb{F}}_{\varepsilon}, m\right)(D)
$$

Then we show that for any $0<\varepsilon \leq 1 P_{\varepsilon}^{*}$ is a cocycle over the base space $\left(\mathcal{H}\left(\mathbb{F}_{\varepsilon}\right), \mathbb{R}, \sigma\right)$, and

$$
\Phi\left(t, \widetilde{\mathbb{F}}_{\varepsilon}, m\right):=\left(\sigma_{t} \widetilde{\mathbb{F}}_{\varepsilon}, P_{\varepsilon}^{*}\left(t, \sigma_{t} \widetilde{\mathbb{F}}_{\varepsilon}, m\right)\right)
$$

is the homogeneous Markov semi-flow in the extended phase space; see Lemma 6.17. We call $\left(P_{\varepsilon}^{*}, \sigma\right)$ a skew product flow. Furthermore, we consider the existence of pullback attractors for $\left(P_{\varepsilon}^{*}, \sigma\right)$ and the convergence of the pullback attractors when the time scale goes to zero; see Theorem 2.8 below for more details. To this end, we need the following dissipativity condition:
$\left(\mathbf{H}_{x}^{5}\right)$ There exist $\lambda_{1}, K_{4}, K_{5}>0$ such that for any $(t, x, y) \in \mathbb{R}^{1+d_{1}+d_{2}}$

$$
2\langle f(t, x, y), x\rangle+|\sigma(t, x)|_{H S}^{2} \leq-\lambda_{1}|x|^{2}+K_{5}|y|^{\theta}+K_{4}
$$

where $\theta$ is as in $\left(\mathbf{H}_{y}^{1}\right)$ and $\left(\mathbf{H}_{x}^{1}\right)$.
For any $v:=(x, y)^{T} \in \mathbb{R}^{d_{1}+d_{2}}$, let $\pi_{1}(v):=x$ and $\pi_{2}(v):=y$. Define

$$
\mathscr{P}_{2, \theta}\left(\mathbb{R}^{d_{1}+d_{2}}\right):=\left\{m \in \mathscr{P}_{2}\left(\mathbb{R}^{d_{1}+d_{2}}\right): \int_{\mathbb{R}^{d_{2}}}|y|^{\theta} m \circ \pi_{2}^{-1}(\mathrm{~d} y)<\infty\right\}
$$

equipped with the following bounded Lipschitz distance (also called Fortet-Mourier distance)

$$
d_{B L}\left(m_{1}, m_{2}\right):=\sup \left\{\left|\int_{\mathbb{R}^{d_{1}+d_{2}}} f \mathrm{~d} m_{1}-\int_{\mathbb{R}^{d_{1}+d_{2}}} f \mathrm{~d} m_{2}\right|:\|f\|_{B L} \leq 1\right\}
$$

for all $m_{1}, m_{2} \in \mathscr{P}_{2, \theta}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$, where $\|f\|_{B L}:=\operatorname{Lip}(f)+\|f\|_{\infty}$ for all Lipschitz continuous $f \in$ $C_{b}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$. It can be verified that $\left(\mathscr{P}_{2, \theta}\left(\mathbb{R}^{d_{1}+d_{2}}\right), d_{B L}\right)$ is a Polish space. We say that $D \subset$ $\mathscr{P}_{2, \theta}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$ is bounded if there exist $r_{1}, r_{2}>0$ such that for all $m \in D$

$$
\int_{\mathbb{R}^{d_{1}+d_{2}}}|v|^{2} m(\mathrm{~d} v) \leq r_{1}, \quad \int_{\mathbb{R}^{d_{2}}}|y|^{\theta} m \circ \pi_{2}^{-1}(\mathrm{~d} y) \leq r_{2}
$$

Theorem 2.8. Consider equation (1.3). Assume that $\left(\mathbf{H}_{y}^{1}\right)-\left(\mathbf{H}_{y}^{5}\right),\left(\mathbf{H}_{x}^{2}\right)-\left(\mathbf{H}_{x}^{3}\right),\left(\mathbf{H}_{x}^{5}\right),\left(\mathbf{A}_{f}\right)$ and $\left(\mathbf{A}_{\sigma}\right)$ hold. If $\mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$ is compact for any $0<\varepsilon \leq 1$, then the following conclusions hold:
(i) For any $0<\varepsilon \leq 1$ (1.3) is associated with a skew product flow $\left(\sigma, P_{\varepsilon}^{*}\right)$ on $\left(\mathscr{P}_{2, \theta}\left(\mathbb{R}^{d_{1}+d_{2}}\right), d_{B L}\right)$, and $\left(\sigma, P_{\varepsilon}^{*}\right)$ admits a pullback attractor $\mathscr{A}^{\varepsilon}$ with component subsets $\mathscr{A}_{\mathbb{F}_{\varepsilon}}, \widetilde{\mathbb{F}}_{\varepsilon} \in \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$;
(ii) The averaged equation has a global attractor $\overline{\mathcal{A}}$;
(iii) Furthermore, for all $\widetilde{\mathbb{F}}_{\varepsilon} \in \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$

$$
\lim _{\varepsilon \rightarrow 0} \operatorname{dist}_{\mathscr{P}\left(\mathbb{R}^{d_{1}}\right)}\left(\Pi_{1}\left(\mathscr{A}_{\mathbb{F}_{\varepsilon}}\right), \overline{\mathcal{A}}\right)=0
$$

where $\overline{\mathcal{A}}$ is the global attractor of $\bar{P}^{*}$ and $\Pi_{1} m:=m \circ \pi_{1}^{-1}$ for all $m \in \mathscr{P}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$.
2.4. The second Bogolyubov theorem. In this subsection, we will consider the convergence of the recurrent solutions for (1.3). More precisely, we show that, as the time scale $\varepsilon$ goes to 0 , the slow components of the quasi-periodic solutions weakly converge to the stationary solution of the averaged equation. To this end, we need the following conditions:
$\left(\mathbf{H}_{x}^{6}\right)$ There exist constants $\lambda_{1}, \lambda_{2}>0$ such that for all $t \in \mathbb{R}$ and $x_{1}, x_{2} \in \mathbb{R}^{d_{1}}, y_{1}, y_{2} \in \mathbb{R}^{d_{2}}$

$$
\begin{aligned}
& 2\left\langle f\left(t, x_{1}, y_{1}\right)-f\left(t, x_{2}, y_{2}\right), x_{1}-x_{2}\right\rangle+\left|\sigma\left(t, x_{1}\right)-\sigma\left(t, x_{2}\right)\right|_{H S}^{2} \\
& \leq-\lambda_{1}\left|x_{1}-x_{2}\right|^{2}+\lambda_{2}\left|y_{1}-y_{2}\right|^{2}
\end{aligned}
$$

$\left(\mathbf{H}_{y}^{6}\right)$ There exists $L_{b}>0$ such that for all $t \in \mathbb{R}$ and $y_{1}, y_{2} \in \mathbb{R}^{d_{2}}$

$$
\left|b\left(x_{1}, y_{1}\right)-b\left(x_{2}, y_{2}\right)\right| \leq L_{b}\left(\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right|\right)
$$

Remark 2.9. It can be verified that $\left(\mathbf{H}_{x}^{3}\right)$ and $\left(\mathbf{H}_{x}^{6}\right)$ imply $\left(\mathbf{H}_{x}^{5}\right)$.
First, we recall the definition of quasi-periodic functions. Let $\mathcal{X}$ be a Polish space.
Definition 2.10. A function $\varphi \in C(\mathbb{R}, \mathcal{X})$ is called quasi-periodic with the spectrum of frequencies $\nu_{1}, \ldots, \nu_{k}$ if it satisfies the following conditions:
(i) the numbers $\nu_{1}, \ldots, \nu_{k}$ are rationally independent;
(ii) there exists a continuous function $\phi: \mathbb{R}^{k} \rightarrow \mathcal{X}$ such that for all $\left(t_{1}, \ldots, t_{k}\right) \in \mathbb{R}^{k}$

$$
\phi\left(t_{1}+2 \pi, \ldots, t_{k}+2 \pi\right)=\phi\left(t_{1}, \ldots, t_{k}\right)
$$

(iii) $\varphi(t)=\phi\left(\nu_{1} t, \ldots, \nu_{k} t\right)$ for $t \in \mathbb{R}$.

Definition 2.11. We say a $\mathcal{X}$-valued continuous stochastic process $X_{t}, t \in \mathbb{R}$ is quasi-periodic in distribution, if the mapping $\mathscr{L}(X):. \mathbb{R} \rightarrow \mathscr{P}(\mathcal{X})$ is quasi-periodic.

Now we can formulate our result, which is called the second Bogolyubov theorem.
Theorem 2.12. Let $B(x, y) \equiv B(y)$ and $g(x, y) \equiv g(y)$ for all $(x, y) \in \mathbb{R}^{d_{1}+d_{2}}$. Assume that $\beta<\alpha$ or $\beta=\alpha$ and $\lambda_{1}>\frac{L_{b}^{2}}{\eta}$. Furthermore, suppose that $\left(\mathbf{H}_{y}^{1}\right)-\left(\mathbf{H}_{y}^{6}\right),\left(\mathbf{H}_{x}^{2}\right)-\left(\mathbf{H}_{x}^{3}\right)$ and $\left(\mathbf{H}_{x}^{6}\right)$ hold. If $f$ and $g$ are quasi-periodic, then for any $0<\varepsilon \leq 1$ there exists a unique solution $V_{t}^{\varepsilon}:=\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right), t \in$ $\mathbb{R}$, of (1.3), which is quasi-periodic in distribution, and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in \mathbb{R}} d_{B L}\left(\mathscr{L}\left(X_{t}^{\varepsilon}\right), \mathscr{L}\left(\bar{X}_{t}\right)\right)=0 \tag{2.6}
\end{equation*}
$$

where $\bar{X}$ is the unique stationary solution of the averaged equation (1.4).
Remark 2.13. (i) For brevity, we just illustrate the case of quasi-periodic solutions in this paper. Indeed, our method applies to more general compact recurrent solutions.
(ii) Although there is a more general result on the second Bogolyubov theorem in [9], which can cover unbounded recurrent solutions such as Levitan almost periodic solutions, the proof presented here is more concise than [9]. Furthermore, the system (1.3) is more general, and the result (2.6) is stronger than [9, Theorem 4.7]. Since we employ the global averaging principle to establish the second Bogolyubov theorem, it is required that the hull $\mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$ is compact. It is worth noting that $\mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$ is compact provided $\mathbb{F}_{\varepsilon}$ is Birkhoff recurrent, which includes periodic, quasi-periodic, almost periodic, almost automorphic, and Birkhoff recurrent functions.
(iii) It is well-known that the uniform attractor (see [9, Definition 5.6]) is a pullback attractor, but not vice versa. Compared to [9] and [10], we consider the more general pullback attractor instead of the uniform attractor.
2.5. Examples. To illustrate our results, we will present two examples in this subsection. For simplicity, we just consider the one-dimensional case, but one can easily extend this to the multidimensional case. Let $W_{t}^{1}, t \in \mathbb{R}$ and $W_{t}^{2}, t \in \mathbb{R}$ be independent two-sided standard Brownian motions.

Example 2.14. Consider the following slow-fast SDEs:

$$
\left\{\begin{aligned}
\mathrm{d} X_{t}^{\varepsilon} & =\left(X_{t}^{\varepsilon}-\left(X_{t}^{\varepsilon}\right)^{3}+\left(Y_{t}^{\varepsilon}\right)^{2} \sin X_{t}^{\varepsilon}+Y_{t}^{\varepsilon}\right) \mathrm{d} t+\mathrm{d} W_{t}^{1} \\
\mathrm{~d} Y_{t}^{\varepsilon} & =\frac{1}{\varepsilon}\left(-\left(\sin X_{t}^{\varepsilon}\right)^{2}\left(Y_{t}^{\varepsilon}\right)^{5}-\left(Y_{t}^{\varepsilon}\right)^{3}-Y_{t}^{\varepsilon}\right) \mathrm{d} t+\frac{1}{\sqrt{\varepsilon}} \mathrm{~d} W_{t}^{2}
\end{aligned}\right.
$$

We define $f(x, y):=x-x^{3}+y^{2} \sin x+y, B(x, y):=-(\sin x)^{2} y^{5}-y^{3}-y, \forall(x, y) \in \mathbb{R}^{2}$. It can be verified that $f$ and $B$ satisfy $\left(\mathbf{H}_{y}^{1}\right)-\left(\mathbf{H}_{y}^{5}\right)$ and $\left(\mathbf{H}_{x}^{1}\right)-\left(\mathbf{H}_{x}^{4}\right)$. Then by Theorems 2.5 and 2.6 , one sees that there exists a constant $C>0$ such that

$$
\mathbb{E}\left(\sup _{t \in[0, T]}\left|X_{t}^{\varepsilon}-\bar{X}_{t}\right|^{2}\right) \leq C \varepsilon
$$

where $\bar{X}_{t}$ is the solution to the corresponding equation, and that

$$
Z_{t}^{\varepsilon}:=\frac{X_{t}^{\varepsilon}-\bar{X}_{t}}{\sqrt{\varepsilon}}
$$

weakly converges to an Ornstein-Uhlenbeck type process, as $\varepsilon$ goes to zero.
Example 2.15. Consider the following multi-scale SDEs:

$$
\left\{\begin{align*}
\mathrm{d} X_{t}^{\varepsilon}= & {\left[-a_{1} X_{t}^{\varepsilon}-\left(X_{t}^{\varepsilon}\right)^{3}+\left(a_{2} Y_{t}^{\varepsilon}+a_{3}\left(Y_{t}^{\varepsilon}\right)^{3}\right)(\cos (t / \sqrt{\varepsilon})+\sin (\sqrt{2} t / \sqrt{\varepsilon}))\right.}  \tag{2.7}\\
& \left.-a_{4} X_{t}^{\varepsilon}\left(Y_{t}^{\varepsilon}\right)^{4}(\sin (t / \sqrt{\varepsilon}))^{2}\right] \mathrm{d} t+\mathrm{d} W_{t}^{1} \\
\mathrm{~d} Y_{t}^{\varepsilon}= & {\left[\frac{1}{\varepsilon}\left(-\left(Y_{t}^{\varepsilon}\right)^{3}-Y_{t}^{\varepsilon}\right)+\frac{1}{\sqrt[3]{\varepsilon}}\left(X_{t}^{\varepsilon}+Y_{t}^{\varepsilon}\right)\right] \mathrm{d} t+\frac{1}{\sqrt{\varepsilon}} \mathrm{~d} W_{t}^{2} }
\end{align*}\right.
$$

where $a_{1}>0, a_{2}, a_{3} \in \mathbb{R}$ and $a_{4} \geq 0$. For all $(t, x, y) \in \mathbb{R}^{3}$, define

$$
f(t, x, y):=-a_{1} x-x^{3}+\left(a_{2} y+a_{3} y^{3}\right)(\cos t+\sin \sqrt{2} t)-a_{4} x y^{4}(\sin t)^{2}
$$

$B(y):=-y^{3}-y$ and $b(x, y):=x+y$. We note that $f, B$ and $b$ satisfy conditions $\left(\mathbf{H}_{y}^{1}\right)-\left(\mathbf{H}_{y}^{5}\right)$, $\left(\mathbf{H}_{x}^{2}\right)-\left(\mathbf{H}_{x}^{3}\right)$ and $\left(\mathbf{H}_{x}^{5}\right)$. Set

$$
\mathbb{F}_{\varepsilon}(t, x, y):=\left(f\left(\varepsilon^{-1 / 2} t, x, y\right), \varepsilon^{-1} B(y)+\varepsilon^{-1 / 3} b(x, y)\right)^{T}, \forall(t, x, y) \in \mathbb{R}^{3}
$$

Then by Theorem 2.8, we have the following conclusions:
(i) For any $0<\varepsilon \leq 1(2.7)$ is associated to a skew product flow $\left(\sigma, P_{\varepsilon}^{*}\right)$ on $\left(\mathscr{P}_{2,6}\left(\mathbb{R}^{2}\right), d_{B L}\right)$, and $\left(\sigma, P_{\varepsilon}^{*}\right)$ admits a pullback attractor $\mathscr{A}^{\varepsilon}$ with component subsets $\mathscr{A}_{\mathbb{F}_{\varepsilon}}, \widetilde{\mathbb{F}}_{\varepsilon} \in \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$;
(ii) The corresponding averaged equation has a global attractor $\overline{\mathcal{A}}$;
(iii) Furthermore, for all $\widetilde{\mathbb{F}}_{\varepsilon} \in \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$

$$
\lim _{\varepsilon \rightarrow 0} \operatorname{dist}_{\mathscr{P}\left(\mathbb{R}^{d_{1}}\right)}\left(\Pi_{1}\left(\mathscr{A}_{\mathbb{F}_{\varepsilon}}\right), \overline{\mathcal{A}}\right)=0
$$

Furthermore, assume that $a_{4}=0$. Then it can be verified that $\left(\mathbf{H}_{x}^{6}\right)$ also holds. Recall that $f$ is quasi-periodic. Then in view of Theorem 2.12, for all $0<\varepsilon \leq 1$ there is a unique solution $\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right), t \in \mathbb{R}$, which is quasi-periodic in distribution, and

$$
\lim _{\varepsilon \rightarrow 0} \sup _{t \in \mathbb{R}} d_{B L}\left(\mathscr{L}\left(X_{t}^{\varepsilon}\right), \mathscr{L}\left(\bar{X}_{t}\right)\right)=0
$$

where $\bar{X}$ is the stationary solution to the following averaged equation:

$$
\mathrm{d} \bar{X}_{t}=\left(-a_{1} \bar{X}_{t}-\left(\bar{X}_{t}\right)^{3}\right) \mathrm{d} t+\mathrm{d} W_{t}^{1}
$$

## 3. Frozen equation and Poisson equation

Consider the following so-called frozen equation

$$
\mathrm{d} Y_{s}^{x, y}=B\left(x, Y_{s}^{x, y}\right) \mathrm{d} s+g\left(x, Y_{s}^{x, y}\right) \mathrm{d} W_{s}^{2}, \quad Y_{0}^{x, y}=y \in \mathbb{R}^{d_{2}}
$$

where $x \in \mathbb{R}^{d_{1}}$ is a frozen parameter.
Lemma 3.1. Assume that $\left(\mathbf{H}_{y}^{1}\right)$ and $\left(\mathbf{H}_{y}^{3}\right)$ hold. For any $\xi \in \mathcal{L}^{2}\left(\Omega, \mathscr{F}_{s}, \mathbb{P} ; \mathbb{R}^{d_{2}}\right), t \geq s$ and $x \in \mathbb{R}^{d_{1}}$, let $Y_{s, t}^{x}(\xi), t \geq s$ be the unique solution to (2.1). Then for any $\xi_{1}, \xi_{2} \in \mathcal{L}^{2}\left(\Omega, \mathscr{F}_{s}, \mathbb{P} ; \mathbb{R}^{d_{2}}\right)$ we have

$$
\begin{equation*}
\mathbb{E}\left|Y_{s, t}^{x}\left(\xi_{1}\right)-Y_{s, t}^{x}\left(\xi_{2}\right)\right|^{2} \leq \mathbb{E}\left|\xi_{1}-\xi_{2}\right|^{2} \mathrm{e}^{-\eta(t-s)} \tag{3.1}
\end{equation*}
$$

Moreover, if $\xi \in \mathcal{L}^{2 p}\left(\Omega, \mathscr{F}_{s}, \mathbb{P} ; \mathbb{R}^{d_{2}}\right)$ and $g \in C_{b}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$ for any $p \geq 1$, then we have

$$
\begin{equation*}
\mathbb{E}\left|Y_{s, t}^{x}(\xi)\right|^{2 p} \leq \mathbb{E}|\xi|^{2 p} \mathrm{e}^{-\frac{\eta p}{2}(t-s)}+M \tag{3.2}
\end{equation*}
$$

and there exists a constant $C>0$ such that for all $x_{1}, x_{2} \in \mathbb{R}^{d_{1}}$

$$
\mathbb{E}\left|Y_{s, t}^{x_{1}}(y)-Y_{s, t}^{x_{2}}(y)\right|^{2} \leq C\left(1+|y|^{2 \kappa_{2}}\right)\left|x_{1}-x_{2}\right|^{2}
$$

Here $M$ depends on $p, K_{1},\|g\|_{\infty}$.
Proof. (i) Employing Itô's formula and $\left(\mathbf{H}_{y}^{3}\right)-(i)$, we have

$$
\begin{aligned}
& \mathbb{E}\left|Y_{s, t}^{x}\left(\xi_{1}\right)-Y_{s, t}^{x}\left(\xi_{2}\right)\right|^{2} \\
& =\mathbb{E}\left|\xi_{1}-\xi_{2}\right|^{2}+\mathbb{E} \int_{0}^{t} 2\left\langle B\left(x, Y_{s, r}^{x}\left(\xi_{1}\right)\right)-B\left(x, Y_{s, r}^{x}\left(\xi_{2}\right)\right), Y_{s, r}^{x}\left(\xi_{1}\right)-Y_{s, r}^{x}\left(\xi_{2}\right)\right\rangle \mathrm{d} r \\
& \quad+\mathbb{E} \int_{0}^{t}\left|g\left(x, Y_{s, r}^{x}\left(\xi_{1}\right)\right)-g\left(x, Y_{s, r}^{x}\left(\xi_{2}\right)\right)\right|_{H S}^{2} \mathrm{~d} r \\
& \leq \mathbb{E}\left|\xi_{1}-\xi_{2}\right|^{2}+\mathbb{E} \int_{0}^{t}-\eta\left|Y_{s, r}^{x}\left(\xi_{1}\right)-Y_{s, r}^{x}\left(\xi_{2}\right)\right|^{2} \mathrm{~d} r
\end{aligned}
$$

which by Gronwall's inequality implies that

$$
\mathbb{E}\left|Y_{s, t}^{x}\left(\xi_{1}\right)-Y_{s, t}^{x}\left(\xi_{2}\right)\right|^{2} \leq \mathbb{E}\left|\xi_{1}-\xi_{2}\right|^{2} \mathrm{e}^{-\eta(t-s)}
$$

(ii) By Itô's formula, $\left(\mathbf{H}_{y}^{1}\right)$ and Young's inequality, one sees that for any $p \geq 1$

$$
\begin{aligned}
& \mathbb{E}\left|Y_{s, t}^{x}(\xi)\right|^{2 p} \\
&= \mathbb{E}|\xi|^{2 p}+p \mathbb{E} \int_{0}^{t}\left|Y_{s, r}^{x}(\xi)\right|^{2 p-2}\left(2\left\langle B\left(x, Y_{s, r}^{x}(\xi)\right), Y_{s, r}^{x}(\xi)\right\rangle+\left|g\left(x, Y_{s, r}^{x}(\xi)\right)\right|_{H S}^{2}\right) \mathrm{d} r \\
&+2 p(p-1) \mathbb{E} \int_{0}^{t}\left|Y_{s, r}^{x}(\xi)\right|^{2 p-4}\left|g^{T}\left(x, Y_{s, r}^{x}(\xi)\right) Y_{s, r}^{x}(\xi)\right|^{2} \mathrm{~d} r \\
& \leq \mathbb{E}|\xi|^{2 p}+\mathbb{E} \int_{0}^{t} p\left[\left(-\eta\left|Y_{s, r}^{x}(\xi)\right|^{2}+K_{1}\right)\left|Y_{s, r}^{x}(\xi)\right|^{2 p-2}+2(p-1)\|g\|_{\infty}\left|Y_{s, r}^{x}(\xi)\right|^{2 p-2}\right] \mathrm{d} r \\
& \leq \mathbb{E}|\xi|^{2 p}+\mathbb{E} \int_{0}^{t}-\frac{\eta p}{2}\left|Y_{s, r}^{x}(\xi)\right|^{2 p}+p^{-p}(p-1)^{p-1}(\eta / 2)^{1-p}\left(K_{1} p+2(p-1)\|g\|_{\infty}\right)^{p} \mathrm{~d} r .
\end{aligned}
$$

Then we have

$$
\mathbb{E}\left|Y_{s, t}^{x}(\xi)\right|^{2 p} \leq \mathbb{E}|\xi|^{2 p} \mathrm{e}^{-\frac{\eta p}{2}(t-s)}+2 p^{-p}(p-1)^{p-1}(\eta / 2)^{1-p}\left(K_{1} p+2(p-1)\|g\|_{\infty}\right)^{p}(\eta p)^{-1}
$$

(iii) In view of Itô's formula, we get

$$
\begin{aligned}
& \mathbb{E}\left|Y_{s, t}^{x_{1}}(y)-Y_{s, t}^{x_{2}}(y)\right|^{2} \\
& =\mathbb{E} \int_{s}^{t} 2\left\langle B\left(x_{1}, Y_{s, r}^{x_{1}}(y)\right)-B\left(x_{2}, Y_{s, r}^{x_{2}}(y)\right), Y_{s, r}^{x_{1}}(y)-Y_{s, r}^{x_{2}}(y)\right\rangle \mathrm{d} r
\end{aligned}
$$

$$
\begin{aligned}
& +\mathbb{E} \int_{s}^{t}\left|g\left(x_{1}, Y_{s, r}^{x_{1}}(y)\right)-g\left(x_{2}, Y_{s, r}^{x_{2}}(y)\right)\right|_{H S}^{2} \mathrm{~d} r \\
= & \mathbb{E} \int_{s}^{t} 2\left\langle B\left(x_{1}, Y_{s, r}^{x_{1}}(y)\right)-B\left(x_{1}, Y_{s, r}^{x_{2}}(y)\right), Y_{s, r}^{x_{1}}(y)-Y_{s, r}^{x_{2}}(y)\right\rangle \mathrm{d} r \\
& +\mathbb{E} \int_{s}^{t} 2\left\langle B\left(x_{1}, Y_{s, r}^{x_{2}}(y)\right)-B\left(x_{2}, Y_{s, r}^{x_{2}}(y)\right), Y_{s, r}^{x_{1}}(y)-Y_{s, r}^{x_{2}}(y)\right\rangle \mathrm{d} r \\
& +\mathbb{E} \int_{s}^{t}\left(\left|g\left(x_{1}, Y_{s, r}^{x_{1}}(y)\right)-g\left(x_{1}, Y_{s, r}^{x_{2}}(y)\right)\right|_{H S}^{2}+\left|g\left(x_{1}, Y_{s, r}^{x_{2}}(y)\right)-g\left(x_{2}, Y_{s, r}^{x_{2}}(y)\right)\right|_{H S}^{2}\right) \mathrm{d} r \\
& +\mathbb{E} \int_{s}^{t} 2\left\langle g\left(x_{1}, Y_{s, r}^{x_{1}}(y)\right)-g\left(x_{1}, Y_{s, r}^{x_{2}}(y)\right), g\left(x_{1}, Y_{s, r}^{x_{2}}(y)\right)-g\left(x_{2}, Y_{s, r}^{x_{2}}(y)\right)\right\rangle_{H S} \mathrm{~d} r
\end{aligned}
$$

Then thanks to $\left(\mathbf{H}_{y}^{3}\right)$, Young's inequality and (3.2), we obtain

$$
\begin{aligned}
\mathbb{E} \mid & \left|Y_{s, t}^{x_{1}}(y)-Y_{s, t}^{x_{2}}(y)\right|^{2} \\
\leq & \mathbb{E} \int_{s}^{t}\left(-\eta\left|Y_{s, r}^{x_{1}}(y)-Y_{s, r}^{x_{2}}(y)\right|^{2}+L_{g}^{2}\left|x_{1}-x_{2}\right|^{2}+2 L_{g}^{2}\left|Y_{s, r}^{x_{1}}(y)-Y_{s, r}^{x_{2}}(y)\right|\left|x_{1}-x_{2}\right|\right. \\
& \left.+2 K_{3}\left(1+\left|Y_{s, r}^{x_{2}}(y)\right|^{\kappa_{2}}\right)\left|x_{1}-x_{2}\right|\left|Y_{s, r}^{x_{1}}(y)-Y_{s, r}^{x_{2}}(y)\right|\right) \mathrm{d} r \\
\leq & \mathbb{E} \int_{s}^{t}\left(-\frac{\eta}{2}\left|Y_{s, r}^{x_{1}}(y)-Y_{s, r}^{x_{2}}(y)\right|^{2}+\left(\frac{4}{\eta} L_{g}^{4}+L_{g}^{2}\right)\left|x_{1}-x_{2}\right|^{2}\right) \mathrm{d} r \\
& +\int_{s}^{t} \frac{C}{\eta}\left(1+\mathbb{E}\left|Y_{s, r}^{x_{2}}(y)\right|^{2 \kappa_{2}}\right)\left|x_{1}-x_{2}\right|^{2} \mathrm{~d} r \\
\leq & \mathbb{E} \int_{s}^{t}\left(-\frac{\eta}{2}\left|Y_{s, r}^{x_{1}}(y)-Y_{s, r}^{x_{2}}(y)\right|^{2}+\left(\frac{4}{\eta} L_{g}^{4}+L_{g}^{2}\right)\left|x_{1}-x_{2}\right|^{2}\right) \mathrm{d} r \\
& +\int_{s}^{t} C\left(1+|y|^{2 \kappa_{2}} \mathrm{e}^{-\frac{\eta \kappa_{2}}{2}(r-s)}\right)\left|x_{1}-x_{2}\right|^{2} \mathrm{~d} r .
\end{aligned}
$$

Therefore, by Gronwall's inequality, we obtain

$$
\mathbb{E}\left|Y_{s, t}^{x_{1}}(y)-Y_{s, t}^{x_{2}}(y)\right|^{2} \leq C\left(1+|y|^{2 \kappa_{2}}\right)\left|x_{1}-x_{2}\right|^{2}
$$

Combining (3.1) and (3.2), we have the following result.
Corollary 3.2. Assume that $\left(\mathbf{H}_{y}^{1}\right)$ and $\left(\mathbf{H}_{y}^{3}\right)$ hold. If $g \in C_{b}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$, then for any $m>0$

$$
\sup _{x \in \mathbb{R}^{d_{1}}} \int_{\mathbb{R}^{d_{2}}}|y|^{m} \mu^{x}(\mathrm{~d} y)<M
$$

Now we show the continuous dependence on the parameter $x \in \mathbb{R}^{d_{1}}$ for stationary solutions to equation (2.1).
Lemma 3.3. Assume that $\left(\mathbf{H}_{y}^{1}\right)$ and $\left(\mathbf{H}_{y}^{3}\right)$ hold. If $g \in C_{b}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$, then for any $x \in \mathbb{R}^{d_{1}}$ there exist a unique stationary solution $Y_{t}^{x}, t \in \mathbb{R}$, to (2.1), and a constant $C>0$ such that for any $x_{1}, x_{2} \in \mathbb{R}^{d_{1}}$

$$
\sup _{t \in \mathbb{R}} \mathbb{E}\left|Y_{t}^{x_{1}}-Y_{t}^{x_{2}}\right|^{2} \leq C\left|x_{1}-x_{2}\right|^{2}
$$

Proof. It follows from (3.1) and (3.2) that for any $x \in \mathbb{R}^{d_{1}}$ there exists a unique stationary solution $Y_{t}^{x}, t \in \mathbb{R}$, to (2.1). By Corollary 3.2, we have for all $-n \leq t$ and $x_{1}, x_{2} \in \mathbb{R}^{d_{1}}$

$$
\begin{aligned}
\mathbb{E}\left|Y_{t}^{x_{1}}-Y_{t}^{x_{2}}\right|^{2} & \leq 3 \mathbb{E}\left|Y_{t}^{x_{1}}-Y_{-n, t}^{x_{1}}(0)\right|^{2}+3 \mathbb{E}\left|Y_{-n, t}^{x_{1}}(0)-Y_{-n, t}^{x_{2}}(0)\right|^{2}+3 \mathbb{E}\left|Y_{-n, t}^{x_{2}}(0)-Y_{t}^{x_{2}}\right|^{2} \\
& \leq 6 M \mathrm{e}^{-\eta(t+n)}+3 C\left|x_{1}-x_{2}\right|^{2}
\end{aligned}
$$

which implies that

$$
\mathbb{E}\left|Y_{t}^{x_{1}}-Y_{t}^{x_{2}}\right|^{2} \leq C\left|x_{1}-x_{2}\right|^{2}
$$

by letting $n \rightarrow \infty$, where $C$ does not depend on $t$.
Finally, we investigate the well-posedness of the Poisson equation. Consider the following equation

$$
\begin{equation*}
\mathfrak{L}_{2}(x, y) u(h, x, y)=-(\phi(h, x, y)-\bar{\phi}(h, x)), \quad y \in \mathbb{R}^{d_{2}} \tag{3.3}
\end{equation*}
$$

where $(h, x) \in \mathbb{R}^{d+d_{1}}$ is a parameter, $\bar{\phi}(h, x):=\int_{\mathbb{R}^{d_{2}}} \phi(h, x, y) \mu^{x}(\mathrm{~d} y)$ and

$$
\mathfrak{L}_{2} u(h, x, y):=\mathfrak{L}_{2}(x, y) u(h, x, y):=\left\langle B(x, y), \partial_{y} u(h, x, y)\right\rangle+\sum_{i, j=1}^{d_{2}} a_{i j} \partial_{y_{j} y_{i}}^{2} u(h, x, y)
$$

Here $\left(a_{i j}\right)=g g^{T} / 2$. Similarly, for all $(h, x, y) \in \mathbb{R}^{d+d_{1}+d_{2}}$ we define

$$
\begin{aligned}
\mathfrak{L}_{1}^{\varepsilon} \psi(h, x, y):= & \mathfrak{L}_{1}^{\varepsilon}(x, y) \psi(h, x, y):=\left\langle f\left(\varepsilon^{-\gamma} t, x, y\right), \partial_{x} \psi(h, x, y)\right\rangle+\sum_{i, j=1}^{d_{1}} A_{i j}^{\varepsilon} \partial_{x_{j} x_{i}}^{2} \psi(h, x, y), \\
& \mathfrak{L}_{3} \psi(h, x, y):=\mathfrak{L}_{3}(x, y) \psi(h, x, y):=\left\langle b(x, y), \partial_{y} \psi(h, x, y)\right\rangle
\end{aligned}
$$

where $\left(A_{i j}^{\varepsilon}\right)=\sigma_{\varepsilon} \sigma_{\varepsilon}^{T} / 2$. When $f$ and $\sigma$ are time independent, we let $\left(A_{i j}\right):=\sigma \sigma^{T} / 2$, and

$$
\begin{gathered}
\mathfrak{L}_{1} \psi(h, x, y):=\mathfrak{L}_{1}(x, y) \psi(h, x, y):=\left\langle f(x, y), \partial_{x} \psi(h, x, y)\right\rangle+\sum_{i, j=1}^{d_{1}} A_{i j} \partial_{x_{j} x_{i}}^{2} \psi(h, x, y), \\
\mathfrak{L}_{\bar{x}} \psi(x, y):=\mathfrak{L}_{\bar{x}} \psi(x, y):=\left\langle\bar{f}(x), \partial_{x} \psi(x, y)\right\rangle+\sum_{i, j=1}^{d_{1}} A_{i j} \partial_{x_{j} x_{i}}^{2} \psi(x, y)
\end{gathered}
$$

Let us first introduce the condition $\left(\mathbf{H}_{\phi}^{i}\right)$, where $i=1,2$.
$\left(\mathbf{H}_{\phi}^{i}\right)$ There exist constants $C_{1}>0$ and $m_{1}, m_{2}, m_{3} \geq 0$ such that for all $(h, x, y) \in \mathbb{R}^{d+d_{1}+d_{2}}$

$$
\sum_{0 \leq 2 k+j \leq 4}\left|\partial_{x}^{k} \partial_{y}^{j} \phi(h, x, y)\right|+\left|\partial_{h}^{i} \phi(h, x, y)\right| \leq C_{1}\left(1+|h|^{m_{1}}+|x|^{m_{2}}+|y|^{m_{3}}\right)
$$

Similar to [43, Proposition 4.1] and [11, Theorem 3.1], we have the following lemma about the existence and uniqueness of solutions to (3.3).
Lemma 3.4. Assume that $\left(\mathbf{H}_{y}^{1}\right)-\left(\mathbf{H}_{y}^{5}\right)$ hold. Furthermore, suppose that $\phi \in C^{i, 2,4}\left(\mathbb{R}^{d+d_{1}+d_{2}}\right)$ satisfies $\left(\mathbf{H}_{\phi}^{i}\right)$. Then there exist a unique solution $u(t, x, \cdot) \in C^{2}\left(\mathbb{R}^{d_{2}}\right)$ to (3.3) and constants $m_{1}^{\prime}, m_{2}^{\prime}, m_{3}^{\prime}, C>0$ such that

$$
\begin{aligned}
& |u(h, x, y)|+\left|\partial_{y} u(h, x, y)\right|+\sum_{j=1}^{i}\left|\partial_{h}^{j} u(h, x, y)\right| \\
& +\left|\partial_{x} u(h, x, y)\right|+\left|\partial_{x}^{2} u(h, x, y)\right| \leq C\left(1+|h|^{m_{1}^{\prime}}+|x|^{m_{2}^{\prime}}+|y|^{m_{3}^{\prime}}\right)
\end{aligned}
$$

and

$$
\sum_{j=1}^{2}\left|\partial_{x}^{j} \bar{\phi}(h, x)\right| \leq C\left(1+|h|^{m_{1}^{\prime}}+|x|^{m_{2}^{\prime}}\right)
$$

## 4. The first Bogolyubov theorem

In Section 4.1, we will prove some lemmas, which give the properties for $\hat{f}, \bar{f}$ and $\bar{\sigma}$, moment estimates of solutions to (1.3) and (1.4), and Hölder continuity of the slow variable in (1.3). In Section 4.2, we prove Theorem 2.3.
4.1. Auxiliary lemmas. In the following lemma, we show that $\hat{f}, \bar{f}$ and $\bar{\sigma}$ inherit some properties from $f$ and $\sigma$.

Lemma 4.1. Assume that $f \in C^{1,2,4}\left(\mathbb{R}^{1+d_{1}+d_{2}}\right)$ and $\sigma$ satisfy $\left(\mathbf{H}_{x}^{1}\right)-\left(\mathbf{H}_{x}^{3}\right)$, ( $\left.\mathbf{A}_{f}\right)$ and $\left(\mathbf{A}_{\sigma}\right)$. Furthermore, suppose that $\left(\mathbf{H}_{y}^{1}\right)$ and $\left(\mathbf{H}_{y}^{3}\right)$ hold. Then the following conclusions hold.
(i) If $g \in C_{b}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$ then $\hat{f}$ and $\bar{f}$ satisfy $\left(\mathbf{H}_{x}^{1}\right), \bar{\sigma}$ satisfies $\left(\mathbf{H}_{x}^{3}\right)$ and there exists $C>0$ such that for all $t \in \mathbb{R}$ and $x_{1}, x_{2} \in \mathbb{R}^{d_{1}}$

$$
\left|\hat{f}\left(t, x_{1}\right)-\hat{f}\left(t, x_{2}\right)\right|+\left|\bar{f}\left(x_{1}\right)-\bar{f}\left(x_{2}\right)\right| \leq C\left(1+\left|x_{1}\right|^{\theta_{1}}+\left|x_{2}\right|^{\theta_{1}}\right)\left|x_{1}-x_{2}\right|,
$$

where $\theta_{1}$ is as in $\left(\mathbf{H}_{x}^{2}\right)$.
(ii) If $\left(\mathbf{H}_{y}^{2}\right)$ and $\left(\mathbf{H}_{y}^{4}\right)-\left(\mathbf{H}_{y}^{5}\right)$ hold then $\hat{f} \in C^{2}\left(\mathbb{R}^{d_{1}}\right)$ and $\hat{f}$ satisfies $\left(\mathbf{H}_{x}^{2}\right)$.

Proof. (i) We note that

$$
\hat{f}(t, x)=\int_{\mathbb{R}^{d_{2}}} f(t, x, y) \mu^{x}(\mathrm{~d} y), \forall(t, x) \in \mathbb{R}^{1+d_{1}}
$$

In view of $\left(\mathbf{H}_{x}^{1}\right)$ and Corollary 3.2, we have for any $(t, x) \in \mathbb{R}^{1+d_{1}}$

$$
\begin{aligned}
\langle\hat{f}(t, x), x\rangle & =\left\langle\int_{\mathbb{R}^{d_{2}}} f(t, x, y) \mu^{x}(\mathrm{~d} y), x\right\rangle \\
& \leq \int_{\mathbb{R}^{d_{2}}}\left(K_{4}\left(1+|x|^{2}\right)+K_{5}|y|^{\theta}\right) \mu^{x}(\mathrm{~d} y) \leq K_{4}\left(1+|x|^{2}\right)+C
\end{aligned}
$$

Therefore, for any $t \in \mathbb{R}$ and $x \in \mathbb{R}^{d_{1}}$, one sees that

$$
\begin{aligned}
\langle\bar{f}(x), x\rangle & =\left\langle\bar{f}(x)-\frac{1}{T} \int_{0}^{T} \hat{f}(s, x) \mathrm{d} s, x\right\rangle+\left\langle\frac{1}{T} \int_{0}^{T} \hat{f}(s, x) \mathrm{d} s, x\right\rangle \\
& \leq\left|\bar{f}(x)-\frac{1}{T} \int_{0}^{T} \hat{f}(s, x) \mathrm{d} s\right||x|+K_{4}\left(1+|x|^{2}\right)+C
\end{aligned}
$$

which implies that

$$
\langle\bar{f}(x), x\rangle \leq K_{4}\left(1+|x|^{2}\right)+C, \forall x \in \mathbb{R}^{d_{1}}
$$

by letting $T \rightarrow \infty$ and because of Remark 2.2 (iii).
Combing ( $\mathbf{H}_{x}^{2}$ ), Corollary 3.2, Hölder's inequality and Lemma 3.3, we have for any $t \in \mathbb{R}$ and $x_{1}, x_{2} \in \mathbb{R}^{d_{1}}$

$$
\begin{align*}
& \left|\hat{f}\left(t, x_{1}\right)-\hat{f}\left(t, x_{2}\right)\right| \\
& =\left|\int_{\mathbb{R}^{d_{2}}} f\left(t, x_{1}, y\right) \mu^{x_{1}}(\mathrm{~d} y)-\int_{\mathbb{R}^{d_{2}}} f\left(t, x_{2}, y\right) \mu^{x_{2}}(\mathrm{~d} y)\right| \\
& \leq \int_{\mathbb{R}^{d_{2}}}\left|f\left(t, x_{1}, y\right)-f\left(t, x_{2}, y\right)\right| \mu^{x_{1}}(\mathrm{~d} y)+\left|\int_{\mathbb{R}^{d_{2}}} f\left(t, x_{2}, y\right)\left(\mu^{x_{1}}(\mathrm{~d} y)-\mu^{x_{2}}(\mathrm{~d} y)\right)\right| \\
& \leq C\left(1+\left|x_{1}\right|^{\theta_{1}}+\left|x_{2}\right|^{\theta_{1}}\right)\left|x_{1}-x_{2}\right|  \tag{4.1}\\
& \quad+C \mathbb{E}\left(\left(1+\left|x_{2}\right|^{\theta_{1}}+\left|Y_{s}^{x_{1}}\right|^{\theta_{2}}+\left|Y_{s}^{x_{2}}\right|^{\theta_{2}}\right)\left|Y_{s}^{x_{1}}-Y_{s}^{x_{2}}\right|\right) \\
& \leq C\left(1+\left.\left|x_{1}\right|\right|^{\theta_{1}}+\left|x_{2}\right|^{\theta_{1}}\right)\left|x_{1}-x_{2}\right|,
\end{align*}
$$

where $s \in \mathbb{R}, Y^{x_{1}}$ and $Y^{x_{2}}$ are stationary solutions to (2.1) with $x_{1}$ and $x_{2}$ respectively replacing $x$. Then (4.1) and $\left(\mathbf{A}_{f}\right)$ imply that for all $x_{1}, x_{2} \in \mathbb{R}^{d_{1}}$

$$
\left|\bar{f}\left(x_{1}\right)-\bar{f}\left(x_{2}\right)\right| \leq C\left(1+\left|x_{1}\right|^{\theta_{1}}+\left|x_{2}\right|^{\theta_{1}}\right)\left|x_{1}-x_{2}\right|
$$

It follows from $\left(\mathbf{H}_{x}^{3}\right)$ and $\left(\mathbf{A}_{\sigma}\right)$ that $\bar{\sigma}$ satisfies $\left(\mathbf{H}_{x}^{3}\right)$.
(ii) By $\left(\mathbf{H}_{x}^{2}\right)$ and Lemma 3.4, one sees that there exists $m_{1}>0$ such that

$$
\left|\partial_{x}^{i} \hat{f}(t, x)\right| \leq K_{6}\left(1+|x|^{m_{1}}+C\right), \quad i=0,1,2 .
$$

It follows from $\left(\mathbf{H}_{x}^{2}\right)$ that for all $(t, x) \in \mathbb{R}^{1+d_{1}}$

$$
\left|\partial_{t} \hat{f}(t, x)\right| \leq \int_{\mathbb{R}^{d_{2}}}\left|\partial_{t} f(t, x, y)\right| \mu^{x}(\mathrm{~d} y) \leq K_{6}\left(1+|x|^{\theta_{1}}\right)+C .
$$

Remark 4.2. Assume that $\left(\mathbf{H}_{y}^{1}\right),\left(\mathbf{H}_{y}^{3}\right),\left(\mathbf{H}_{x}^{1}\right)-\left(\mathbf{H}_{x}^{3}\right),\left(\mathbf{A}_{f}\right)$ and $\left(\mathbf{A}_{\sigma}\right)$ hold. If $g \in C_{b}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$, then it follows from the above lemma and Theorem 3.1.1 in [35] that for any $\zeta \in \mathcal{L}^{2}\left(\Omega, \mathscr{F}_{0}, \mathbb{P} ; \mathbb{R}^{d_{1}}\right)$ there exists a unique solution $\bar{X}_{t}(\zeta)$ to (1.4) satisfying $\bar{X}_{0}(\zeta)=\zeta$.

Now we prove moment estimates for solutions to the slow-fast SDEs (1.3) and the averaged equation (1.4).

Lemma 4.3. Assume that $\left(\mathbf{H}_{y}^{1}\right)$, $\left(\mathbf{H}_{y}^{3}\right)$ and $\left(\mathbf{H}_{x}^{1}\right)-\left(\mathbf{H}_{x}^{3}\right)$ hold. Let $\left(X_{t}^{\varepsilon}\left(\zeta^{\varepsilon}\right), Y_{t}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right), t \geq 0$, be the solution to (1.3), and $\bar{X}_{t}(\zeta), t \geq 0$, the solution to (1.4). If $g \in C_{b}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$, then there exists a constant $0<\varepsilon_{0} \leq 1$ such that for all $p \geq 1, T>0$ and $0<\varepsilon \leq \varepsilon_{0}$

$$
\begin{gather*}
\mathbb{E}\left(\sup _{t \in[0, T]}\left|Y_{t}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p}\right) \leq C_{p, T}\left(1+\mathbb{E}\left|\xi^{\varepsilon}\right|^{2 p}\right)  \tag{4.2}\\
\mathbb{E}\left(\sup _{t \in[0, T]}\left|X_{t}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p}\right) \leq C_{p, T}\left(1+\mathbb{E}\left|\zeta^{\varepsilon}\right|^{2 p}+\mathbb{E}\left|\xi^{\varepsilon}\right|^{\theta p}\right) \tag{4.3}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t \in[0, T]}\left|\bar{X}_{t}(\zeta)\right|^{2 p}\right) \leq C_{p, T}\left(1+\mathbb{E}|\zeta|^{2 p}\right) \tag{4.4}
\end{equation*}
$$

where $\theta$ is as in $\left(\mathbf{H}_{x}^{1}\right)$, and $C_{p, T}$ is independent of $\varepsilon$.
Proof. Employing Itô's formula and $\left(\mathbf{H}_{y}^{1}\right)$, we have

$$
\begin{aligned}
\left|Y_{t}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p}= & \left|\xi^{\varepsilon}\right|^{2 p}+p \int_{0}^{t}\left|Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p-2}\left(2\left\langle\varepsilon^{-2 \alpha} B\left(X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right), Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right), Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right\rangle\right. \\
& \left.+2\left\langle\varepsilon^{-\beta} b\left(X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right), Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right), Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right\rangle+\varepsilon^{-2 \alpha}\left|g\left(X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right), Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right)\right|_{H S}^{2}\right) \mathrm{d} s \\
+ & 2 p(p-1) \varepsilon^{-2 \alpha} \int_{0}^{t}\left|Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p-4}\left|g^{T}\left(X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right), Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right) Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2} \mathrm{~d} s \\
& +2 p \varepsilon^{-\alpha} \int_{0}^{t}\left|Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p-2}\left\langle Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right), g\left(X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right), Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right) \mathrm{d} W_{s}^{2}\right\rangle \\
\leq & \left|\xi^{\varepsilon}\right|^{2 p}+p \int_{0}^{t}-\varepsilon^{-2 \alpha}\left(\eta-\varepsilon^{2 \alpha-\beta} \widetilde{\eta}\right)\left|Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p} \mathrm{~d} s \\
& +p \int_{0}^{t}\left(\varepsilon^{-2 \alpha} K_{1}+\varepsilon^{-\beta} K_{1}+2(p-1) \varepsilon^{-2 \alpha}\|g\|_{\infty}\right)\left|Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p-2} \mathrm{~d} s \\
& +2 p \varepsilon^{-\alpha} \int_{0}^{t}\left|Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p-2}\left\langle Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right), g\left(X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right), Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right) \mathrm{d} W_{s}^{2}\right\rangle
\end{aligned}
$$

Note that there exists a constant $0<\varepsilon_{0} \leq 1$ such that $\eta-\varepsilon^{2 \alpha-\beta} \widetilde{\eta}>\frac{\eta}{2}$ for all $0<\varepsilon \leq \varepsilon_{0}$. Then by Young's inequality, one sees that for any $0<\varepsilon \leq \varepsilon_{0}$

$$
\begin{align*}
\left|Y_{t}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p} \leq & \left|\xi^{\varepsilon}\right|^{2 p}+p \int_{0}^{t}-\frac{1}{4} \varepsilon^{-2 \alpha} \eta\left|Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p} \mathrm{~d} s \\
& +2 p \varepsilon^{-\alpha} \int_{0}^{t}\left|Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p-2}\left\langle Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right), g\left(X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right), Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right) \mathrm{d} W_{s}^{2}\right\rangle \tag{4.5}
\end{align*}
$$

$$
+\int_{0}^{t}\left(\frac{p}{4(p-1)} \varepsilon^{-2 \alpha} \eta\right)^{1-p}\left(\varepsilon^{-2 \alpha} K_{1}+\varepsilon^{-\beta} K_{1}+2(p-1) \varepsilon^{-2 \alpha}\|g\|_{\infty}\right)^{p} \mathrm{~d} s
$$

which implies that for any stopping time $\tau \leq T$

$$
\begin{equation*}
\mathbb{E}\left|Y_{\tau}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p} \leq \mathbb{E}\left(\left|\xi^{\varepsilon}\right|^{2 p} \mathrm{e}^{-\frac{1}{4} \varepsilon^{-2 \alpha} p \eta \tau}\right)+C_{p, T, \eta,\|g\|_{\infty}} \leq C_{p, T}\left(1+\mathbb{E}\left|\xi^{\varepsilon}\right|^{2 p}\right) \tag{4.6}
\end{equation*}
$$

Define $\tau_{r}^{\varepsilon}:=\inf \left\{t \geq 0:\left|Y_{t}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p}>r\right\} \wedge T$. In view of (4.6), for any $0<\alpha<1$ we have

$$
\begin{aligned}
\mathbb{E}\left(\sup _{t \in[0, T]}\left|Y_{t}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p}\right)^{\alpha} & =\alpha \int_{0}^{\infty} r^{\alpha-1} \mathbb{P}\left(\sup _{t \in[0, T]}\left|Y_{t}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p}>r\right) \mathrm{d} r \\
& \leq \alpha \int_{0}^{\infty} r^{\alpha-1}\left(1 \wedge r^{-1} \mathbb{E}\left|Y_{\tau_{r}^{\varepsilon}}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p}\right) \mathrm{d} r \\
& \leq \alpha \int_{0}^{\infty} r^{\alpha-1}\left(1 \wedge r^{-1} C_{p, T}\left(1+\mathbb{E}\left|\xi^{\varepsilon}\right|^{2 p}\right)\right) \mathrm{d} r \\
& \leq \alpha C_{p, T}\left(1+\mathbb{E}\left|\xi^{\varepsilon}\right|^{2 p}\right)^{\alpha} \int_{0}^{\infty} \lambda^{\alpha-1}\left(1 \wedge \lambda^{-1}\right) \mathrm{d} \lambda \\
& \leq C_{p, T}\left(1+\mathbb{E}\left|\xi^{\varepsilon}\right|^{2 p}\right)^{\alpha}
\end{aligned}
$$

by the change of variables $r \mapsto\left[C_{p, T}\left(1+\mathbb{E}\left|\xi^{\varepsilon}\right|^{2 p}\right)\right] \lambda$.
Note that

$$
X_{t}^{\varepsilon}\left(\zeta^{\varepsilon}\right)=\zeta^{\varepsilon}+\int_{0}^{t} f_{\varepsilon}\left(s, X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right), Y_{s}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right) \mathrm{d} s+\int_{0}^{t} \sigma_{\varepsilon}\left(s, X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right) \mathrm{d} W_{s}^{1}
$$

It follows from Itô's formula and $\left(\mathbf{H}_{x}^{1}\right)$ that

$$
\begin{aligned}
\left|X_{t}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p} \leq & \left|\zeta^{\varepsilon}\right|^{2 p}+p \int_{0}^{t}\left|X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p-2}\left(K_{4}\left(1+\left|X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2}\right)+K_{5}\left|Y_{s}^{\varepsilon}(\xi)\right|^{\theta}\right) \mathrm{d} s \\
& +2 p \int_{0}^{t}\left|X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p-2}\left\langle X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right), \sigma_{\varepsilon}\left(s, X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right) \mathrm{d} W_{s}^{1}\right\rangle \\
& +2 p(p-1) \int_{0}^{t}\left|X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p-2}\left|\sigma_{\varepsilon}\left(s, X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right)\right|^{2} \mathrm{~d} s
\end{aligned}
$$

Then by Burkholder-Davis-Gundy's inequality and Young's inequality, one sees that

$$
\begin{aligned}
& \mathbb{E}\left(\sup _{t \in[0, T]}\left|X_{t}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p}\right) \\
& \leq \mathbb{E}\left|\zeta^{\varepsilon}\right|^{2 p}+p \mathbb{E} \int_{0}^{T}\left|X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p-2}\left(K_{4}\left(1+\left|X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2}\right)+K_{5}\left|Y_{s}^{\varepsilon}(\xi)\right|^{\theta}\right) \mathrm{d} s \\
&+\frac{1}{2} \mathbb{E}\left(\sup _{t \in[0, T]}\left|X_{t}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p}\right)+C_{T} \mathbb{E} \int_{0}^{T}\left(\left|X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p}+1\right) \mathrm{d} s \\
&+2 p(p-1) \mathbb{E} \int_{0}^{T}\left|X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p-2}\left(2 L_{\sigma}^{2}\left|X_{s}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2}+C\right) \mathrm{d} s
\end{aligned}
$$

which by (4.2) and Gronwall's inequality implies that

$$
\mathbb{E}\left(\sup _{t \in[0, T]}\left|X_{t}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p}\right) \leq C_{p, T}\left(1+\mathbb{E}\left|\zeta^{\varepsilon}\right|^{2 p}+\mathbb{E}|\xi|^{\theta p}\right)
$$

Similarly, we have

$$
\mathbb{E}\left(\sup _{t \in[0, T]}\left|\bar{X}_{t}(\zeta)\right|^{2 p}\right) \leq C_{p, T}\left(1+\mathbb{E}|\zeta|^{2 p}\right)
$$

Finally, we prove the Hölder continuity of $X_{t}^{\varepsilon}, t \geq 0$.
Lemma 4.4. Assume that $\left(\mathbf{H}_{y}^{1}\right)$, $\left(\mathbf{H}_{y}^{3}\right)$ and $\left(\mathbf{H}_{x}^{1}\right)-\left(\mathbf{H}_{x}^{3}\right)$ hold. If $g \in C_{b}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$, then there exists a constant $C>0$ such that for all $0 \leq s \leq t \leq T$

$$
\begin{equation*}
\mathbb{E}\left|X_{t}^{\varepsilon}(x)-X_{s}^{\varepsilon}(x)\right|^{2} \leq C_{T,|x|,|y|}|t-s| \tag{4.7}
\end{equation*}
$$

Proof. It follows from Itô's formula, the Burkholder-Davis-Gundy inequality, $\left(\mathbf{H}_{x}^{2}\right),\left(\mathbf{H}_{x}^{3}\right),(4.2)$ and (4.3) that

$$
\begin{aligned}
& \mathbb{E}\left|X_{t}^{\varepsilon}(x)-X_{s}^{\varepsilon}(x)\right|^{2} \\
& \leq 2 \mathbb{E}\left|\int_{s}^{t} f_{\varepsilon}\left(r, X_{r}^{\varepsilon}(x), Y_{r}^{\varepsilon}(y)\right) \mathrm{d} r\right|^{2}+2 \mathbb{E}\left|\int_{s}^{t} \sigma_{\varepsilon}\left(r, X_{r}^{\varepsilon}(x)\right) \mathrm{d} W_{r}^{1}\right|^{2} \\
& \leq|t-s| \int_{s}^{t} \mathbb{E}\left|f_{\varepsilon}\left(r, X_{r}^{\varepsilon}(x), Y_{r}^{\varepsilon}(y)\right)\right|^{2} \mathrm{~d} r+4 \mathbb{E} \int_{s}^{t}\left|\sigma_{\varepsilon}\left(r, X_{r}^{\varepsilon}(x)\right)\right|_{H S}^{2} \mathrm{~d} r \\
& \leq|t-s| C \int_{s}^{t} \mathbb{E}\left(1+\left|X_{r}^{\varepsilon}(x)\right|^{2 \theta_{1}}+\left|Y_{r}^{\varepsilon}(y)\right|^{2 \theta_{2}}\right) \mathrm{d} r+C \mathbb{E} \int_{s}^{t}\left(1+\left|X_{r}^{\varepsilon}(x)\right|^{2}\right) \mathrm{d} r \\
& \leq C_{T,|x|,|y|}|t-s|
\end{aligned}
$$

4.2. Proof of Theorem 2.3. Now we are in a position to prove Theorem 2.3.

Proof. For brevity, we define $X_{t}^{\varepsilon}:=X_{t}^{\varepsilon}(x), Y_{t}^{\varepsilon}:=Y_{t}^{\varepsilon}(y)$ and $\bar{X}_{t}:=\bar{X}_{t}(x)$ for all $t \geq 0$ in this proof. By Itô's formula and the Burkholder-Davis-Gundy inequality, we have

$$
\begin{align*}
& \mathbb{E}\left|X_{t}^{\varepsilon}-\bar{X}_{t}\right|^{2} \\
& \leq 2 \mathbb{E}\left|\int_{0}^{t}\left(f_{\varepsilon}\left(s, X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{s}\right)\right) \mathrm{d} s\right|^{2}+2 \mathbb{E}\left|\int_{0}^{t}\left(\sigma_{\varepsilon}\left(s, X_{s}^{\varepsilon}\right)-\bar{\sigma}\left(\bar{X}_{s}\right)\right) \mathrm{d} W_{s}^{1}\right|^{2} \\
& \leq 4 \mathbb{E}\left|\int_{0}^{t}\left(f_{\varepsilon}\left(s, X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\hat{f}_{\varepsilon}\left(s, X_{s}^{\varepsilon}\right)\right) \mathrm{d} s\right|^{2}+4 \mathbb{E}\left|\int_{0}^{t}\left(\hat{f}_{\varepsilon}\left(s, X_{s}^{\varepsilon}\right)-\bar{f}^{2}\left(\bar{X}_{s}\right)\right) \mathrm{d} s\right|^{2}  \tag{4.8}\\
& \quad+4 \mathbb{E} \int_{0}^{t}\left|\sigma_{\varepsilon}\left(s, X_{s}^{\varepsilon}\right)-\bar{\sigma}\left(\bar{X}_{s}\right)\right|_{H S}^{2} \mathrm{~d} s=: 4 \mathfrak{I}_{1}(t, \varepsilon)+4 \mathfrak{I}_{2}(t, \varepsilon)+4 \mathfrak{I}_{3}(t, \varepsilon) .
\end{align*}
$$

First of all, we estimate $\mathfrak{I}_{1}(t, \varepsilon)$. Set $\phi(t, x, y):=f(t, x, y)-\hat{f}(t, x)$. Let $\psi$ be the solution to the following Poisson equation

$$
\mathfrak{L}_{2} \psi(t, x, y)=\phi(t, x, y), \quad y \in \mathbb{R}^{d_{2}}
$$

where $t \in \mathbb{R}$ and $x \in \mathbb{R}^{d_{1}}$ are parameters. By Lemma 3.4 , one sees that $\psi \in C^{1,2,2}\left(\mathbb{R}^{1+d_{1}+d_{2}}\right)$. Then according to Itô's formula, we have for any $t>0$

$$
\begin{aligned}
& \psi\left(\varepsilon^{-\gamma} t, X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right) \\
&= \psi(0, x, y)+\int_{0}^{t}\left(\varepsilon^{-\gamma} \partial_{s}+\mathfrak{L}_{1}^{\varepsilon}\right) \psi\left(\varepsilon^{-\gamma} s, X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) \mathrm{d} s+\int_{0}^{t} \varepsilon^{-2 \alpha} \mathfrak{L}_{2} \psi\left(\varepsilon^{-\gamma} s, X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) \mathrm{d} s \\
&+\int_{0}^{t} \varepsilon^{-\beta} \mathfrak{L}_{3} \psi\left(\varepsilon^{-\gamma} s, X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) \mathrm{d} s+\int_{0}^{t} \sigma\left(\varepsilon^{-\gamma} s, X_{s}^{\varepsilon}\right) \cdot \partial_{x} \psi\left(\varepsilon^{-\gamma} s, X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) \mathrm{d} W_{s}^{1} \\
&+\varepsilon^{-\alpha} \int_{0}^{t} g\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) \cdot \partial_{y} \psi\left(\varepsilon^{-\gamma} s, X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) \mathrm{d} W_{s}^{2}
\end{aligned}
$$

Therefore,

$$
\mathbb{E}\left|\int_{0}^{t} f_{\varepsilon}\left(s, X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\hat{f}_{\varepsilon}\left(s, X_{s}^{\varepsilon}\right) \mathrm{d} s\right|^{2}
$$

$$
\begin{aligned}
\leq & \varepsilon^{4 \alpha} \mathbb{E} \mid \psi\left(\varepsilon^{-\gamma} t, X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)-\psi(0, x, y)-\int_{0}^{t}\left(\varepsilon^{-\gamma} \partial_{s}+\mathfrak{L}_{1}^{\varepsilon}\right) \psi\left(\varepsilon^{-\gamma} s, X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) \mathrm{d} s \\
& -\int_{0}^{t} \varepsilon^{-\beta} \mathfrak{L}_{3} \psi\left(\varepsilon^{-\gamma} s, X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) \mathrm{d} s-M_{t}^{1}-\left.\varepsilon^{-\alpha} M_{t}^{2}\right|^{2}
\end{aligned}
$$

where

$$
\begin{aligned}
M_{t}^{1} & :=\int_{0}^{t} \sigma_{\varepsilon}\left(s, X_{s}^{\varepsilon}\right) \cdot \partial_{x} \psi\left(\varepsilon^{-\gamma} s, X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) \mathrm{d} W_{s}^{1} \\
M_{t}^{2} & :=\int_{0}^{t} g\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) \cdot \partial_{y} \psi\left(\varepsilon^{-\gamma} s, X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) \mathrm{d} W_{s}^{2} .
\end{aligned}
$$

Then by Lemma 3.4, ( $\left.\mathbf{H}_{x}^{2}\right),\left(\mathbf{H}_{x}^{3}\right)$ and $\left(\mathbf{H}_{y}^{3}\right)$, one sees that there exist $m^{\prime}, m^{\prime \prime}>0$ such that

$$
\begin{aligned}
\mathfrak{I}_{1}(t, \varepsilon):= & \mathbb{E}\left|\int_{0}^{t} f_{\varepsilon}\left(s, X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\hat{f}_{\varepsilon}\left(s, X_{s}^{\varepsilon}\right) \mathrm{d} s\right|^{2} \\
\leq & \varepsilon^{4 \alpha} C\left(1+\mathbb{E}\left(\sup _{t \in[0, T]}\left|X_{t}^{\varepsilon}\right|^{m^{\prime}}\right)+\mathbb{E}\left(\sup _{t \in[0, T]}\left|Y_{t}^{\varepsilon}\right|^{m^{\prime \prime}}\right)\right) \\
& +\left(\varepsilon^{4 \alpha-2 \gamma}+\varepsilon^{4 \alpha}+\varepsilon^{4 \alpha-2 \beta}\right) C \int_{0}^{t}\left(1+\mathbb{E}\left|X_{s}^{\varepsilon}\right|^{m^{\prime}}+\mathbb{E}\left|Y_{s}^{\varepsilon}\right|^{m^{\prime \prime}}\right) \mathrm{d} s \\
& +5 \varepsilon^{4 \alpha} \mathbb{E}\left|M_{t}^{1}\right|^{2}+5 \varepsilon^{2 \alpha} \mathbb{E}\left|M_{t}^{2}\right|^{2}
\end{aligned}
$$

And it follows from the Burkholder-Davis-Gundy inequality, Lemma 3.4, ( $\mathbf{H}_{x}^{3}$ ) and $\left(\mathbf{H}_{y}^{3}\right)$ that there exist $m^{\prime}, m^{\prime \prime}>0$ such that

$$
\begin{aligned}
\mathbb{E}\left|M_{t}^{1}\right|^{2}+\mathbb{E}\left|M_{t}^{2}\right|^{2} \leq & 2 \int_{0}^{t} \mathbb{E}\left|\sigma_{\varepsilon}\left(s, X_{s}^{\varepsilon}\right) \cdot \partial_{x} \psi\left(\varepsilon^{-\gamma} s, X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)\right|^{2} \mathrm{~d} s \\
& +2 \int_{0}^{t} \mathbb{E}\left|g\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) \cdot \partial_{y} \psi\left(\varepsilon^{-\gamma} s, X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)\right|^{2} \mathrm{~d} s \\
\leq & C \int_{0}^{t}\left(1+\mathbb{E}\left|X_{s}^{\varepsilon}\right|^{m^{\prime}}+\mathbb{E}\left|Y_{s}^{\varepsilon}\right|^{m^{\prime \prime}}\right) \mathrm{d} s
\end{aligned}
$$

Hence, letting $\widetilde{\alpha}:=\min \{4 \alpha-2 \gamma, 4 \alpha-2 \beta, 2 \alpha\}$, by Lemma 4.3, one sees that

$$
\begin{equation*}
\mathfrak{I}_{1}(t, \varepsilon) \leq C_{T} \varepsilon^{\widetilde{\alpha}} \tag{4.9}
\end{equation*}
$$

Now we estimate

$$
\Im_{2}(t, \varepsilon):=\mathbb{E}\left|\int_{0}^{t}\left(\hat{f}_{\varepsilon}\left(s, X_{s}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{s}\right)\right) \mathrm{d} s\right|^{2}
$$

Define $\tau_{n}^{\varepsilon}:=\inf \left\{t \geq 0:\left|X_{t}^{\varepsilon}\right|+\left|\bar{X}_{t}\right|>n\right\} \wedge T$. Then we have

$$
\begin{align*}
\mathfrak{I}_{2}(t, \varepsilon) \leq & \mathbb{E}\left(\chi_{\left\{\tau_{n}^{\varepsilon} \geq t\right\}}\left|\int_{0}^{t}\left(\hat{f}_{\varepsilon}\left(s, X_{s}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{s}\right)\right) \mathrm{d} s\right|^{2}\right)  \tag{4.10}\\
& +\mathbb{E}\left(\chi_{\left\{\tau_{n}^{\varepsilon} \leq t\right\}}\left|\int_{0}^{t}\left(\hat{f}_{\varepsilon}\left(s, X_{s}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{s}\right)\right) \mathrm{d} s\right|^{2}\right)=: \mathscr{I}_{1}+\mathscr{I}_{2}
\end{align*}
$$

For $\mathscr{I}_{2}$, by Hölder's inequality, Chebyshev's inequality, $\left(\mathbf{H}_{x}^{2}\right)$, Lemmas 4.1 and 4.3 , we have

$$
\begin{align*}
\mathscr{I}_{2} & \leq\left(\mathbb{E} \chi_{\left\{\tau_{n}^{\varepsilon} \leq t\right\}}^{2}\right)^{\frac{1}{2}}\left(\mathbb{E}\left|\int_{0}^{t}\left(\hat{f}_{\varepsilon}\left(s, X_{s}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{s}\right)\right) \mathrm{d} s\right|^{4}\right)^{\frac{1}{2}} \\
& \leq n^{-1} C_{T}\left(\mathbb{E}\left(\sup _{t \in[0, T]}\left|X_{t}^{\varepsilon}\right|^{2}\right)+\mathbb{E}\left(\sup _{t \in[0, T]}\left|\bar{X}_{t}\right|^{2}\right)\right)^{\frac{1}{2}} \tag{4.11}
\end{align*}
$$

$$
\times\left(\mathbb{E} \int_{0}^{T}\left(\left|X_{s}^{\varepsilon}\right|^{4 \theta_{1}}+\left|\bar{X}_{s}\right|^{4 \theta_{1}}+1\right) \mathrm{d} s\right)^{\frac{1}{2}} \leq C_{T} n^{-1}
$$

Set $\widetilde{X}_{s}^{\varepsilon}:=X_{k \delta}^{\varepsilon}$ for $s \in[k \delta,(k+1) \delta), k \in \mathbb{N}$. For $\mathscr{I}_{1}$, by Hölder's inequality, Lemmas 4.1 and 4.4, one sees that

$$
\begin{align*}
\mathscr{I}_{1} \leq & 4 \mathbb{E}\left|\int_{0}^{t \wedge \tau_{n}^{\varepsilon}}\left(\hat{f}_{\varepsilon}\left(s, X_{s}^{\varepsilon}\right)-\hat{f}_{\varepsilon}\left(s, \widetilde{X}_{s}^{\varepsilon}\right)\right) \mathrm{d} s\right|^{2} \\
& +4 \mathbb{E}\left(\chi_{\left\{\tau_{n}^{\varepsilon} \geq t\right\}}\left|\int_{0}^{t}\left(\hat{f}_{\varepsilon}\left(s, \widetilde{X}_{s}^{\varepsilon}\right)-\bar{f}\left(\widetilde{X}_{s}^{\varepsilon}\right)\right) \mathrm{d} s\right|^{2}\right) \\
& +4 \mathbb{E}\left|\int_{0}^{t \wedge \tau_{n}^{\varepsilon}}\left(\bar{f}\left(\widetilde{X}_{s}^{\varepsilon}\right)-\bar{f}\left(X_{s}^{\varepsilon}\right)\right) \mathrm{d} s\right|^{2}+4 \mathbb{E}\left|\int_{0}^{t \wedge \tau_{n}^{\varepsilon}}\left(\bar{f}\left(X_{s}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{s}\right)\right) \mathrm{d} s\right|^{2}  \tag{4.12}\\
\leq & C_{T} n^{2 \theta_{1}} \int_{0}^{T} \mathbb{E}\left|X_{s}^{\varepsilon}-\widetilde{X}_{s}^{\varepsilon}\right|^{2} \mathrm{~d} s+C_{T} n^{2 \theta_{1}} \int_{0}^{T} \mathbb{E}\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|^{2} \mathrm{~d} s+\mathscr{I}_{1}^{2} \\
\leq & C_{T} n^{2 \theta_{1}} \delta+C_{T} n^{2 \theta_{1}} \int_{0}^{t} \mathbb{E}\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|^{2} \mathrm{~d} s+\mathscr{I}_{1}^{2}
\end{align*}
$$

where

$$
\mathscr{I}_{1}^{2}:=4 \mathbb{E}\left(\chi_{\left\{\tau_{n}^{\varepsilon} \geq t\right\}}\left|\int_{0}^{t}\left(\hat{f}_{\varepsilon}\left(s, \widetilde{X}_{s}^{\varepsilon}\right)-\bar{f}\left(\widetilde{X}_{s}^{\varepsilon}\right)\right) \mathrm{d} s\right|^{2}\right)
$$

Employing the technique of time discretization, a change of variables, $\left(\mathbf{A}_{f}\right)$, Remark 2.2 and (4.3), we have

$$
\begin{align*}
\mathscr{I}_{1}^{2} \leq & 8 \mathbb{E}\left(\chi_{\left\{\tau_{n}^{\varepsilon} \geq t\right\}}\left|\sum_{k=0}^{t(\delta)} \int_{k \delta}^{(k+1) \delta}\left(\hat{f}_{\varepsilon}\left(s, X_{k \delta}^{\varepsilon}\right)-\bar{f}\left(X_{k \delta}^{\varepsilon}\right)\right) \mathrm{d} s\right|^{2}\right) \\
& +8 \mathbb{E}\left(\chi_{\left\{\tau_{n}^{\varepsilon} \geq t\right\}}\left|\int_{t(\delta) \delta}^{t}\left(\hat{f}_{\varepsilon}\left(s, X_{t(\delta) \delta}^{\varepsilon}\right)-\bar{f}\left(X_{t(\delta) \delta}^{\varepsilon}\right)\right) \mathrm{d} s\right|^{2}\right)  \tag{4.13}\\
\leq & C_{T}\left[\delta\left(\omega_{n}^{f}\left(\delta / \varepsilon^{\gamma}\right)\right)^{2}+\delta^{2}\right]
\end{align*}
$$

where $t(\delta):=\left[\frac{t}{\delta}\right]$. Then (4.12) and (4.13) yield

$$
\begin{equation*}
\mathscr{I}_{1} \leq C_{T}\left[\delta\left(\omega_{n}^{f}\left(\delta / \varepsilon^{\gamma}\right)\right)^{2}+n^{2 \theta_{1}} \delta\right]+C_{T} n^{2 \theta_{1}} \int_{0}^{t} \mathbb{E}\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|^{2} \mathrm{~d} s \tag{4.14}
\end{equation*}
$$

Combining (4.10), (4.11) and (4.14), we have

$$
\begin{equation*}
\mathfrak{I}_{2}(t, \varepsilon) \leq C_{T}\left[\delta\left(\omega_{n}^{f}\left(\delta / \varepsilon^{\gamma}\right)\right)^{2}+n^{2 \theta_{1}} \delta+n^{-1}\right]+C_{T} n^{2 \theta_{1}} \int_{0}^{t} \mathbb{E}\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|^{2} \mathrm{~d} s \tag{4.15}
\end{equation*}
$$

Similarly, for $\mathfrak{I}_{3}(t, \varepsilon)$, it follows from the Burkholder-Davis-Gundy inequality, $\left(\mathbf{A}_{\sigma}\right),\left(\mathbf{H}_{x}^{3}\right)$, Lemma 4.4 and (4.3) that

$$
\begin{align*}
\mathfrak{I}_{3}(t, \varepsilon):= & \mathbb{E}\left|\int_{0}^{t}\left(\sigma_{\varepsilon}\left(s, X_{s}^{\varepsilon}\right)-\bar{\sigma}\left(\bar{X}_{s}\right)\right) \mathrm{d} W_{s}^{1}\right|^{2} \\
\leq & 4 \mathbb{E} \int_{0}^{t}\left|\sigma_{\varepsilon}\left(s, X_{s}^{\varepsilon}\right)-\sigma_{\varepsilon}\left(s, \widetilde{X}_{s}^{\varepsilon}\right)\right|_{H S}^{2} \mathrm{~d} s+4 \mathbb{E} \int_{0}^{t}\left|\sigma_{\varepsilon}\left(s, \widetilde{X}_{s}^{\varepsilon}\right)-\bar{\sigma}\left(\widetilde{X}_{s}^{\varepsilon}\right)\right|_{H S}^{2} \mathrm{~d} s  \tag{4.16}\\
& +4 \mathbb{E} \int_{0}^{t}\left|\bar{\sigma}\left(X_{s}^{\varepsilon}\right)-\bar{\sigma}\left(\widetilde{X}_{s}^{\varepsilon}\right)\right|_{H S}^{2} \mathrm{~d} s+4 \mathbb{E} \int_{0}^{t} L_{\sigma}\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|^{2} \mathrm{~d} s
\end{align*}
$$

$$
\leq C_{T}\left(\delta+\omega^{\sigma}\left(\delta / \varepsilon^{\gamma}\right)\right)+4 \mathbb{E} \int_{0}^{t} L_{\sigma}\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|^{2} \mathrm{~d} s
$$

In view of (4.8), (4.9), (4.15) and (4.16), we have

$$
\begin{aligned}
\sup _{t \in[0, T]} \mathbb{E}\left|X_{t}^{\varepsilon}-\bar{X}_{t}\right|^{2} \leq & C \varepsilon^{\widetilde{\alpha}}+C_{T} n^{2 \theta_{1}} \int_{0}^{T} \sup _{0 \leq r \leq s} \mathbb{E}\left|X_{r}^{\varepsilon}-\bar{X}_{r}\right|^{2} \mathrm{~d} s \\
& +C_{T}\left[\delta\left(\omega_{n}^{f}\left(\delta / \varepsilon^{\gamma}\right)\right)^{2}+n^{2 \theta_{1}} \delta+\omega^{\sigma}\left(\delta / \varepsilon^{\gamma}\right)+n^{-1}\right]
\end{aligned}
$$

which by Gronwall's inequality implies

$$
\begin{align*}
\sup _{t \in[0, T]} \mathbb{E}\left|X_{t}^{\varepsilon}-\bar{X}_{t}\right|^{2} \leq & C_{T}\left(\varepsilon^{\widetilde{\alpha}}+n^{2 \theta_{1}} \delta\right) \exp \left(C n^{2 \theta_{1}} T\right)  \tag{4.17}\\
& +C_{T}\left(\left(\omega_{n}^{f}\left(\delta / \varepsilon^{\gamma}\right)\right)^{2}+n^{-1}+\omega^{\sigma}\left(\delta / \varepsilon^{\gamma}\right)\right) \exp \left(C n^{2 \theta_{1}} T\right)
\end{align*}
$$

Let $\delta=\varepsilon^{\gamma / 2}$. Taking $\varepsilon \rightarrow 0$ and $n \rightarrow \infty$, we obtain

$$
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[0, T]} \mathbb{E}\left|X_{t}^{\varepsilon}-\bar{X}_{t}\right|^{2}=0
$$

## 5. Normal Deviation

This section is dedicated to proving the normal deviation for slow-fast stochastic differential equations (2.2). In Section 5.1, we prove the optimal strong convergence rate for (2.2). Subsequently, we show the normal deviation in Section 5.2.
5.1. The optimal strong convergence rate. Before investigating the optimal strong convergence rate, let us first show that $\bar{f}$ is monotone under some suitable conditions.

Lemma 5.1. Assume that $\left(\mathbf{H}_{y}^{1}\right)-\left(\mathbf{H}_{y}^{3}\right)$ and $\left(\mathbf{H}_{x}^{4}\right)$ hold. Then there exists a constant $C>0$ such that for any $x_{1}, x_{2} \in \mathbb{R}^{d_{1}}$

$$
\left\langle\bar{f}\left(x_{1}\right)-\bar{f}\left(x_{2}\right), x_{1}-x_{2}\right\rangle \leq C\left|x_{1}-x_{2}\right|^{2}
$$

Proof. It follows from $\left(\mathbf{H}_{x}^{4}\right)$, Hölder's inequality, Corollary 3.2 and Lemma 3.3 that for all $x_{1}, x_{2} \in$ $\mathbb{R}^{d_{1}}$

$$
\begin{aligned}
& \left\langle\bar{f}\left(x_{1}\right)-\bar{f}\left(x_{2}\right), x_{1}-x_{2}\right\rangle \\
& =\left\langle\int_{\mathbb{R}^{d_{2}}} f\left(x_{1}, y\right) \mu^{x_{1}}(\mathrm{~d} y)-\int_{\mathbb{R}^{d_{2}}} f\left(x_{2}, y\right) \mu^{x_{2}}(\mathrm{~d} y), x_{1}-x_{2}\right\rangle \\
& =\int_{\mathbb{R}^{d_{2}}}\left\langle f\left(x_{1}, y\right)-f\left(x_{2}, y\right), x_{1}-x_{2}\right\rangle \mu^{x_{1}}(\mathrm{~d} y)+\left\langle\int_{\mathbb{R}^{d_{2}}} f\left(x_{2}, y\right)\left(\mu^{x_{1}}-\mu^{x_{2}}\right)(\mathrm{d} y), x_{1}-x_{2}\right\rangle \\
& \leq\left|x_{1}-x_{2}\right|^{2} \int_{\mathbb{R}^{d_{2}}} M\left(1+|y|^{\theta_{2}}\right) \mu^{x_{1}}(\mathrm{~d} y)+\left\langle\int_{\mathbb{R}^{d_{2}}} f\left(x_{2}, y\right)\left(\mu^{x_{1}}-\mu^{x_{2}}\right)(\mathrm{d} y), x_{1}-x_{2}\right\rangle \\
& \leq C\left|x_{1}-x_{2}\right|^{2}+C \mathbb{E}\left[\left(1+\left|Y_{t}^{x_{1}}\right|^{\theta_{2}}+\left|Y_{t}^{x_{2}}\right|^{\theta_{2}}\right)\left|Y_{t}^{x_{1}}-Y_{t}^{x_{2}}\right|\right]\left|x_{1}-x_{2}\right| \\
& \leq C\left|x_{1}-x_{2}\right|^{2}+C\left[\mathbb{E}\left(1+\left|Y_{t}^{x_{1}}\right|^{2 \theta_{1}}+\left|Y_{t}^{x_{2}}\right|^{2 \theta_{2}}\right)\right]^{\frac{1}{2}}\left(\mathbb{E}\left|Y_{t}^{x_{1}}-Y_{t}^{x_{2}}\right|^{2}\right)^{\frac{1}{2}}\left|x_{1}-x_{2}\right| \\
& \leq C\left|x_{1}-x_{2}\right|^{2},
\end{aligned}
$$

where $t \in \mathbb{R}$ and $Y_{.}^{x_{1}}$ (respectively, $Y_{.}^{x_{2}}$ ) is the stationary solution to (2.1) with frozen $x_{1}$ (respectively, $x_{2}$ ).

Now we can give the proof of the optimal strong convergence rate for the first averaging principle.

Proof of Theorem 2.5. For simplicity, we define

$$
X_{t}^{\varepsilon}:=X_{t}^{\varepsilon}(x), \quad \bar{X}_{t}:=\bar{X}_{t}(x), \quad Y_{t}^{\varepsilon}:=Y_{t}^{\varepsilon}(y)
$$

for any $t \geq 0$ in this subsection. By Itô's formula, $\left(\mathbf{H}_{x}^{3}\right)$ and Lemma 5.1, we have

$$
\begin{align*}
\left|X_{t}^{\varepsilon}-\bar{X}_{t}\right|^{2}= & \int_{0}^{t}\left(2\left\langle f\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\bar{f}\left(X_{s}^{\varepsilon}\right), X_{s}^{\varepsilon}-\bar{X}_{s}\right\rangle+2\left\langle\bar{f}\left(X_{s}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{s}\right), X_{s}^{\varepsilon}-\bar{X}_{s}\right\rangle\right. \\
& \left.+\left|\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{s}\right)\right|_{H S}^{2}\right) \mathrm{d} s+2 \int_{0}^{t}\left\langle X_{s}^{\varepsilon}-\bar{X}_{s},\left(\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{s}\right)\right) \mathrm{d} W_{s}^{1}\right\rangle \\
\leq & \int_{0}^{t} 2\left\langle f\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\bar{f}\left(X_{s}^{\varepsilon}\right), X_{s}^{\varepsilon}-\bar{X}_{s}\right\rangle+C\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|^{2} \mathrm{~d} s  \tag{5.1}\\
& +2 \int_{0}^{t}\left\langle X_{s}^{\varepsilon}-\bar{X}_{s},\left(\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{s}\right)\right) \mathrm{d} W_{s}^{1}\right\rangle
\end{align*}
$$

Define $\phi(x, y, \bar{x}):=2\langle f(x, y), x-\bar{x}\rangle, \bar{\phi}(x, \bar{x}):=2\langle\bar{f}(x), x-\bar{x}\rangle$ for all $(x, y, \bar{x}) \in \mathbb{R}^{d_{1}+d_{2}+d_{1}}$. For any $(x, \bar{x}) \in \mathbb{R}^{2 d_{1}}$ let $\Psi(x, \cdot, \bar{x})$ be the solution to

$$
\mathfrak{L}_{2} \Psi(x, y, \bar{x})=\phi(x, y, \bar{x})-\bar{\phi}(x, \bar{x}), \quad y \in \mathbb{R}^{d_{2}}
$$

By Lemma 3.4, one sees that $\Psi \in C^{2,4,2}\left(\mathbb{R}^{d_{1}+d_{2}+d_{1}}\right)$ and that there exist constants $C, m_{1}, m_{2}, m_{3}>$ 0 such that

$$
\begin{align*}
& |\Psi(x, y, \bar{x})|+\sum_{i=1}^{2}\left(\left|\partial_{x}^{i} \Psi(x, y, \bar{x})\right|+\left|\partial_{\bar{x}}^{i} \Psi(x, y, \bar{x})\right|\right)+\left|\partial_{y} \Psi(x, y, \bar{x})\right|  \tag{5.2}\\
& \leq C\left(1+|x|^{m_{1}}+|y|^{m_{2}}+|\bar{x}|^{m_{3}}\right)
\end{align*}
$$

Applying Itô's formula to $t \mapsto \Psi\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}, \bar{X}_{t}\right)$, we have

$$
\begin{aligned}
\Psi( & \left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}, \bar{X}_{t}\right)-\Psi(x, y, x) \\
= & \int_{0}^{t}\left(\mathfrak{L}_{1}+\mathfrak{L}_{\bar{x}}+\varepsilon^{-1} \mathfrak{L}_{2}\right) \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, \bar{X}_{s}\right) \mathrm{d} s+\int_{0}^{t} \sigma\left(X_{s}^{\varepsilon}\right) \cdot \partial_{x} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, \bar{X}_{s}\right) \mathrm{d} W_{s}^{1} \\
& +\int_{0}^{t} \sigma\left(\bar{X}_{s}\right) \cdot \partial_{\bar{x}} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, \bar{X}_{s}\right) \mathrm{d} W_{s}^{1}+\varepsilon^{-\frac{1}{2}} \int_{0}^{t} g\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) \cdot \partial_{y} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, \bar{X}_{s}\right) \mathrm{d} W_{s}^{2}
\end{aligned}
$$

which implies that

$$
\begin{align*}
& \int_{0}^{t} 2\left\langle\left(f\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\bar{f}\left(X_{s}^{\varepsilon}\right)\right), X_{s}^{\varepsilon}-\bar{X}_{s}\right\rangle \mathrm{d} s \\
& =\varepsilon\left(\Psi\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}, \bar{X}_{t}\right)-\Psi(x, y, x)-\int_{0}^{t}\left(\mathfrak{L}_{1}+\mathfrak{L}_{\bar{x}}\right) \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, \bar{X}_{s}\right) \mathrm{d} s\right)  \tag{5.3}\\
& \quad-\varepsilon \int_{0}^{t} \sigma\left(X_{s}^{\varepsilon}\right) \cdot \partial_{x} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, \bar{X}_{s}\right) \mathrm{d} W_{s}^{1}-\varepsilon \int_{0}^{t} \sigma\left(\bar{X}_{s}\right) \cdot \partial_{\bar{x}} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, \bar{X}_{s}\right) \mathrm{d} W_{s}^{1} \\
& \quad-\sqrt{\varepsilon} \int_{0}^{t} g\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) \cdot \partial_{y} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, \bar{X}_{s}\right) \mathrm{d} W_{s}^{2}
\end{align*}
$$

Note that $\Psi(x, y, \bar{x})=2\langle\psi(x, y), x-\bar{x}\rangle$, where $\psi$ is the solution to

$$
\mathfrak{L}_{2} \psi(x, y)=f(x, y)-\bar{f}(x)
$$

Then in view of (5.1), (5.2), (5.3), ( $\left.\mathbf{H}_{x}^{2}\right),\left(\mathbf{H}_{x}^{3}\right)$, Lemma 4.1 and Young's inequality, there exist constants $m_{1}^{\prime}, m_{2}^{\prime}, m_{3}^{\prime}>0$ such that

$$
\begin{aligned}
& \left|X_{t}^{\varepsilon}-\bar{X}_{t}\right|^{2} \\
& \leq \int_{0}^{t} C\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|^{2} \mathrm{~d} s+2 \int_{0}^{t}\left\langle X_{s}^{\varepsilon}-\bar{X}_{s},\left(\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{s}\right)\right) \mathrm{d} W_{s}^{1}\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
& +\varepsilon\left(\Psi\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}, \bar{X}_{t}\right)-\Psi(x, y, x)-\int_{0}^{t}\left(\mathfrak{L}_{1}+\mathfrak{L}_{\bar{x}}\right) \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, \bar{X}_{s}\right) \mathrm{d} s\right) \\
& +\varepsilon \int_{0}^{t} \sigma\left(X_{s}^{\varepsilon}\right) \cdot \partial_{x} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, \bar{X}_{s}\right) \mathrm{d} W_{s}^{1}+\varepsilon \int_{0}^{t} \sigma\left(\bar{X}_{s}\right) \cdot \partial_{\bar{x}} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, \bar{X}_{s}\right) \mathrm{d} W_{s}^{1} \\
& +\sqrt{\varepsilon} 2 \int_{0}^{t} g\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) \cdot\left\langle\partial_{y} \psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right), X_{s}^{\varepsilon}-\bar{X}_{s}\right\rangle \mathrm{d} W_{s}^{2} \\
\leq & \int_{0}^{t} C\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|^{2} \mathrm{~d} s+2 \int_{0}^{t}\left\langle X_{s}^{\varepsilon}-\bar{X}_{s},\left(\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{s}\right)\right) \mathrm{d} W_{s}^{1}\right\rangle \\
& +\varepsilon C\left(1+\sup _{t \in[0, T]}\left|X_{t}^{\varepsilon}\right|^{m_{1}^{\prime}}+\sup _{t \in[0, T]}\left|Y_{t}^{\varepsilon}\right|^{m_{2}^{\prime}}+\sup _{t \in[0, T]}\left|\bar{X}_{t}\right|^{m_{3}^{\prime}}\right) \\
& +\varepsilon \int_{0}^{t} \sigma\left(X_{s}^{\varepsilon}\right) \cdot \partial_{x} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, \bar{X}_{s}\right) \mathrm{d} W_{s}^{1}+\varepsilon \int_{0}^{t} \sigma\left(\bar{X}_{s}\right) \cdot \partial_{\bar{x}} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, \bar{X}_{s}\right) \mathrm{d} W_{s}^{1} \\
& +\sqrt{\varepsilon} 2 \int_{0}^{t} g\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right) \cdot\left\langle\partial_{y} \psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right), X_{s}^{\varepsilon}-\bar{X}_{s}\right\rangle \mathrm{d} W_{s}^{2} .
\end{aligned}
$$

Then thanks to Lemma 4.3 and Burkholder-Davis-Gundy's inequality, we obtain

$$
\begin{aligned}
& \mathbb{E}\left(\sup _{t \in[0, T]}\left|X_{t}^{\varepsilon}-\bar{X}_{t}\right|^{2}\right) \\
& \leq C \int_{0}^{T} \mathbb{E}\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|^{2} \mathrm{~d} s+6 \mathbb{E}\left(\int_{0}^{T}\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|^{2}\left|\sigma\left(X_{s}^{\varepsilon}\right)-\sigma\left(\bar{X}_{s}\right)\right|^{2} \mathrm{~d} s\right)^{\frac{1}{2}} \\
&+\varepsilon C_{T}\left(1+\mathbb{E}\left(\sup _{t \in[0, T]}\left|X_{t}^{\varepsilon}\right|^{m_{1}^{\prime}}\right)+\mathbb{E}\left(\sup _{t \in[0, T]}\left|Y_{t}^{\varepsilon}\right|^{m_{2}^{\prime}}\right)+\mathbb{E}\left(\sup _{t \in[0, T]}\left|\bar{X}_{t}\right|^{m_{3}^{\prime}}\right)\right) \\
&+\sqrt{\varepsilon} 6 \mathbb{E}\left(\int_{0}^{T}\left|g\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)\right|^{2}\left|\partial_{y} \psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)\right|^{2}\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|^{2} \mathrm{~d} s\right)^{\frac{1}{2}} \\
& \leq \frac{1}{2} \mathbb{E}\left(\sup _{t \in[0, T]}\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|^{2}\right)+C \int_{0}^{T} \mathbb{E}\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|^{2} \mathrm{~d} s+C_{T} \varepsilon
\end{aligned}
$$

which by Gronwall's inequality implies that

$$
\mathbb{E}\left(\sup _{t \in[0, T]}\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|^{2}\right) \leq C_{T} \varepsilon
$$

5.2. Proof of Theorem 2.6. Prior to presenting the proof of the theorem regarding the normal deviation, we prove several lemmas.

Lemma 5.2. Assume that $\left(\mathbf{H}_{y}^{1}\right),\left(\mathbf{H}_{y}^{3}\right)$ and $\left(\mathbf{H}_{x}^{1}\right)-\left(\mathbf{H}_{x}^{3}\right)$ hold. Let $\left(X_{t}^{\varepsilon}(x), Y_{t}^{\varepsilon}(y)\right)$ be the solution to (1.3) for any $(x, y) \in \mathbb{R}^{d_{1}+d_{2}}$. Furthermore, suppose that there exist constants $c_{1}, c_{2}, C \geq 1$ such that for all $(x, y) \in \mathbb{R}^{d_{1}+d_{2}}$

$$
|b(x, y)|+|B(x, y)| \leq C\left(1+|x|^{c_{1}}+|y|^{c_{2}}\right)
$$

Then there exists a constant $C_{T}>0$ such that for any $0 \leq s<t \leq T$ and $0<\varepsilon \leq 1$

$$
\begin{equation*}
\varepsilon \mathbb{E}\left|Y_{t}^{\varepsilon}-Y_{s}^{\varepsilon}\right|^{2} \leq C_{T}|t-s| \tag{5.4}
\end{equation*}
$$

Proof. It follows from Itô's formula, (4.3) and (4.2) that

$$
\mathbb{E}\left|Y_{t}^{\varepsilon}-Y_{s}^{\varepsilon}\right|^{2}=\frac{1}{\varepsilon} \mathbb{E} \int_{s}^{t}\left(2\left\langle B\left(X_{r}^{\varepsilon}, Y_{r}^{\varepsilon}\right), Y_{r}^{\varepsilon}-Y_{s}^{\varepsilon}\right\rangle+\left|g\left(X_{r}^{\varepsilon}, Y_{r}^{\varepsilon}\right)\right|_{H S}^{2}\right) \mathrm{d} r
$$

$$
\begin{aligned}
& +\frac{1}{\varepsilon^{\beta}} \mathbb{E} \int_{s}^{t} 2\left\langle b\left(X_{r}^{\varepsilon}, Y_{r}^{\varepsilon}\right), Y_{r}^{\varepsilon}-Y_{s}^{\varepsilon}\right\rangle \mathrm{d} r \\
\leq & \frac{1}{\varepsilon} \mathbb{E} \int_{s}^{t} C\left(1+\sup _{r \in[0, T]}\left|X_{r}^{\varepsilon}\right|^{2 c_{1}}+\sup _{r \in[0, T]}\left|Y_{r}^{\varepsilon}\right|^{2 c_{2}}\right) \mathrm{d} r \leq \frac{1}{\varepsilon} C_{T}|t-s|
\end{aligned}
$$

Lemma 5.3. If $\left(\mathbf{H}_{x}^{1}\right)-\left(\mathbf{H}_{x}^{4}\right)$ and $\left(\mathbf{H}_{y}^{1}\right)-\left(\mathbf{H}_{y}^{3}\right)$ hold, then $Z^{\varepsilon}$ is tight in $C\left([0, T] ; \mathbb{R}^{d_{1}}\right)$.
Proof. According to (2.3) and the Arzela-Ascoli theorem, it suffices to show that there exists a constant $C_{T}>0$ such that for all $0 \leq s \leq t \leq T$

$$
\mathbb{E}\left|Z_{t}^{\varepsilon}-Z_{s}^{\varepsilon}\right| \leq C_{T}|t-s|^{\frac{1}{2}}
$$

To this end, by Itô's formula, the Burkholder-Davis-Gundy inequality, Hölder's inequality and (2.3), one sees that

$$
\begin{align*}
& \mathbb{E}\left|Z_{t}^{\varepsilon}-Z_{s}^{\varepsilon}\right| \\
& \leq \mathbb{E}\left|\int_{s}^{t} \frac{1}{\sqrt{\varepsilon}}\left(f\left(X_{r}^{\varepsilon}, Y_{r}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{r}\right)\right) \mathrm{d} r\right|+\mathbb{E}\left|\int_{s}^{t} \frac{1}{\sqrt{\varepsilon}}\left(\sigma\left(X_{r}^{\varepsilon}\right)-\sigma\left(\bar{X}_{r}\right)\right) \mathrm{d} W_{r}^{1}\right| \\
& \leq \mathscr{I}_{1}+\mathbb{E} \int_{s}^{t}\left|\nabla \bar{f}\left(\bar{X}_{r}+\iota\left(X_{r}^{\varepsilon}-\bar{X}_{r}\right)\right)\right|\left|Z_{r}^{\varepsilon}\right| \mathrm{d} r+C_{T}|t-s|^{\frac{1}{2}}  \tag{5.5}\\
& \leq \mathscr{I}_{1}+\left(\mathbb{E} \int_{s}^{t}\left|\nabla \bar{f}\left(\bar{X}_{r}+\iota\left(X_{r}^{\varepsilon}-\bar{X}_{r}\right)\right)\right|^{2} \mathrm{~d} r\right)^{\frac{1}{2}}\left(\mathbb{E} \int_{s}^{t}\left|Z_{r}^{\varepsilon}\right|^{2} \mathrm{~d} r\right)^{\frac{1}{2}}+C_{T}|t-s|^{\frac{1}{2}}
\end{align*}
$$

where $\iota \in[0,1]$ and

$$
\mathscr{I}_{1}:=\mathbb{E}\left|\int_{s}^{t} \frac{1}{\sqrt{\varepsilon}}\left(f\left(X_{r}^{\varepsilon}, Y_{r}^{\varepsilon}\right)-\bar{f}\left(X_{r}^{\varepsilon}\right)\right) \mathrm{d} r\right|
$$

Employing Lemma 4.1, (4.3), (4.4) and (2.3), we obtain that there exists a constant $C_{T}>0$ such that

$$
\begin{align*}
& \left(\mathbb{E} \int_{s}^{t}\left|\nabla \bar{f}\left(\bar{X}_{r}+\iota\left(X_{r}^{\varepsilon}-\bar{X}_{r}\right)\right)\right|^{2} \mathrm{~d} r\right)^{\frac{1}{2}}\left(\mathbb{E} \int_{s}^{t}\left|Z_{r}^{\varepsilon}\right|^{2} \mathrm{~d} r\right)^{\frac{1}{2}}  \tag{5.6}\\
& \leq\left(\mathbb{E} \int_{s}^{t}\left(\left|X_{r}^{\varepsilon}\right|^{2 \theta_{1}}+\left|\bar{X}_{r}\right|^{2 \theta_{1}}\right) \mathrm{d} r\right)^{\frac{1}{2}} C_{T}|t-s|^{\frac{1}{2}} \leq C_{T}|t-s|
\end{align*}
$$

Now we estimate $\mathscr{I}_{1}$. Note that by the Burkholder-Davis-Gundy inequality, we get

$$
\begin{aligned}
\mathscr{I}_{1} \leq & \sqrt{\varepsilon} \mathbb{E}\left|\psi\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)-\psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)\right|+\sqrt{\varepsilon} \mathbb{E}\left|\int_{s}^{t} \mathfrak{L}_{1} \psi\left(X_{r}^{\varepsilon}, Y_{r}^{\varepsilon}\right) \mathrm{d} r\right| \\
& +\sqrt{\varepsilon} \mathbb{E}\left|\int_{s}^{t} \sigma\left(X_{r}^{\varepsilon}\right) \cdot \partial_{x} \psi\left(X_{r}^{\varepsilon}, Y_{r}^{\varepsilon}\right) \mathrm{d} W_{r}^{1}\right|+\mathbb{E}\left|\int_{s}^{t} g\left(X_{r}^{\varepsilon}, Y_{r}^{\varepsilon}\right) \cdot \partial_{y} \psi\left(X_{r}^{\varepsilon}, Y_{r}^{\varepsilon}\right) \mathrm{d} W_{r}^{2}\right| \\
\leq & \sqrt{\varepsilon} \mathbb{E}\left|\psi\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right)-\psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)\right|+\sqrt{\varepsilon} \mathbb{E}\left|\int_{s}^{t} \mathfrak{L}_{1} \psi\left(X_{r}^{\varepsilon}, Y_{r}^{\varepsilon}\right) \mathrm{d} r\right| \\
& +\sqrt{\varepsilon} 3 \mathbb{E}\left(\int_{s}^{t}\left|\sigma\left(X_{r}^{\varepsilon}\right) \partial_{x} \psi\left(X_{r}^{\varepsilon}, Y_{r}^{\varepsilon}\right)\right|^{2} \mathrm{~d} r\right)^{\frac{1}{2}}+3 \mathbb{E}\left(\int_{s}^{t}\left|g\left(X_{r}^{\varepsilon}, Y_{r}^{\varepsilon}\right) \partial_{y} \psi\left(X_{r}^{\varepsilon}, Y_{r}^{\varepsilon}\right)\right|^{2} \mathrm{~d} r\right)^{\frac{1}{2}}
\end{aligned}
$$

where $\psi$ is the solution to $\mathfrak{L}_{2} \psi(x, y)=f(x, y)-\bar{f}(x)$. Then in view of Lemma 3.4, $\left(\mathbf{H}_{x}^{2}\right),\left(\mathbf{H}_{x}^{3}\right)$, Lemma 4.3 and Hölder's inequality, (4.7) and (5.4), there exist constants $\iota_{1}, \iota_{2} \in(0,1), C>0$ and $p_{1}, p_{2}>0$ such that

$$
\begin{align*}
\mathscr{I}_{1} \leq & \sqrt{\varepsilon} \mathbb{E}\left(\left|\partial_{x} \psi\left(X_{s}^{\varepsilon}+\iota_{1}\left(X_{t}^{\varepsilon}-X_{s}^{\varepsilon}\right), Y_{t}^{\varepsilon}\right)\right|\left|X_{t}^{\varepsilon}-X_{s}^{\varepsilon}\right|\right) \\
& +\sqrt{\varepsilon} \mathbb{E}\left(\left|\partial_{y} \psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}+\iota_{2}\left(Y_{t}^{\varepsilon}-Y_{s}^{\varepsilon}\right)\right)\right|\left|Y_{t}^{\varepsilon}-Y_{s}^{\varepsilon}\right|\right) \tag{5.7}
\end{align*}
$$

$$
\begin{aligned}
& +\sqrt{\varepsilon} C \mathbb{E} \int_{s}^{t}\left(1+\left|X_{r}^{\varepsilon}\right|^{p_{1}}+\left|Y_{r}^{\varepsilon}\right|^{p_{2}}\right) \mathrm{d} r \\
\leq & C_{T}\left(\sqrt{\varepsilon}\left(\mathbb{E}\left|X_{t}^{\varepsilon}-X_{s}^{\varepsilon}\right|^{2}\right)^{\frac{1}{2}}+\left(\varepsilon \mathbb{E}\left|Y_{t}^{\varepsilon}-Y_{s}^{\varepsilon}\right|^{2}\right)^{\frac{1}{2}}+|t-s|^{\frac{1}{2}}\right) \leq C_{T}|t-s|^{\frac{1}{2}}
\end{aligned}
$$

Combining (5.5), (5.6) and (5.7), we obtain

$$
\mathbb{E}\left|Z_{t}^{\varepsilon}-Z_{s}^{\varepsilon}\right| \leq C_{T}|t-s|^{\frac{1}{2}}
$$

Lemma 5.4. Assume that $\left(\mathbf{H}_{y}^{1}\right)-\left(\mathbf{H}_{y}^{5}\right)$ hold and let $\phi \in C^{2,4,2}\left(\mathbb{R}^{d_{1}+d_{2}+d_{1}}\right)$ satisfying $\left(\mathbf{H}_{\phi}^{2}\right)$. Furthermore, suppose that $\phi(x, y, \cdot) \in C_{b}^{2}\left(\mathbb{R}^{d_{1}}\right)$ and $\partial_{y}^{j} \partial_{x}^{i} \phi(x, y, \cdot) \in C_{b}\left(\mathbb{R}^{d_{1}}\right)$ for all $(x, y) \in \mathbb{R}^{d_{1}+d_{2}}$ and $0 \leq 2 i+j \leq 4$. Then there exists $C_{T}>0$ such that for all $0 \leq t \leq T$

$$
\mathbb{E}\left(\int_{0}^{t} \delta \phi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, Z_{s}^{\varepsilon}\right) \mathrm{d} s\right) \leq C_{T} \varepsilon^{\frac{1}{2}}
$$

where $\delta \phi(x, y, z):=\phi(x, y, z)-\int_{\mathbb{R}^{d_{2}}} \phi(x, y, z) \mu^{x}(\mathrm{~d} y), \forall(x, y, z) \in \mathbb{R}^{d_{1}+d_{2}+d_{1}}$.
Proof. For any $(x, z) \in \mathbb{R}^{2 d_{1}}$, let $\psi$ be the solution to

$$
\mathfrak{L}_{2} \psi(x, y, z)=\delta \phi(x, y, z), \quad y \in \mathbb{R}^{d_{2}}
$$

It follows from Lemma 3.4 that $\psi \in C^{2,2,2}\left(\mathbb{R}^{d_{1}+d_{2}+d_{1}}\right)$ and that there exist constants $C, m_{1}, m_{2}>0$ such that for all $(x, y, z) \in \mathbb{R}^{d_{1}+d_{2}+d_{1}}$

$$
\begin{align*}
& |\psi(x, y, z)|+\left|\partial_{x} \psi(x, y, z)\right|+\left|\partial_{x}^{2} \psi(x, y, z)\right| \\
& \quad+\left|\partial_{z} \psi(x, y, z)\right|+\left|\partial_{z}^{2} \psi(x, y, z)\right|+\left|\partial_{y} \psi(x, y, z)\right|  \tag{5.8}\\
& \leq C\left(1+|x|^{m_{1}}+|y|^{m_{2}}\right)
\end{align*}
$$

By Itô's formula, one sees that

$$
\begin{aligned}
\mathbb{E} \psi\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}, Z_{t}^{\varepsilon}\right)-\psi(x, y, 0)= & \mathbb{E} \int_{0}^{t} \mathfrak{L}_{1} \psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, Z_{s}^{\varepsilon}\right) \mathrm{d} s+\frac{1}{\varepsilon} \mathbb{E} \int_{0}^{t} \mathfrak{L}_{2} \psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, Z_{s}^{\varepsilon}\right) \mathrm{d} s \\
& +\frac{1}{\sqrt{\varepsilon}} \mathbb{E} \int_{0}^{t}\left\langle f\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{s}\right), \partial_{z} \psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, Z_{s}^{\varepsilon}\right)\right\rangle \mathrm{d} s
\end{aligned}
$$

which by (5.8), Hölder's inequality, $\left(\mathbf{H}_{x}^{2}\right)$ and $\left(\mathbf{H}_{x}^{3}\right)$ implies that there exist $p_{1}, p_{2}, p_{3}>0$ such that

$$
\begin{align*}
\mathbb{E} \int_{0}^{t} \delta \phi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, Z_{s}^{\varepsilon}\right) \mathrm{d} s= & \varepsilon\left(\mathbb{E} \psi\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}, Z_{t}^{\varepsilon}\right)-\psi(x, y, 0)-\mathbb{E} \int_{0}^{t} \mathfrak{L}_{1} \psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, Z_{s}^{\varepsilon}\right) \mathrm{d} s\right) \\
& -\sqrt{\varepsilon} \mathbb{E} \int_{0}^{t}\left\langle f\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{s}\right), \partial_{z} \psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, Z_{s}^{\varepsilon}\right)\right\rangle \mathrm{d} s  \tag{5.9}\\
\leq & \sqrt{\varepsilon} C \mathbb{E}\left(1+\sup _{t \in[0, T]}\left|X_{t}^{\varepsilon}\right|^{p_{1}}+\sup _{t \in[0, T]}\left|Y_{t}^{\varepsilon}\right|^{p_{2}}+\sup _{t \in[0, T]}\left|\bar{X}_{t}\right|^{p_{3}}\right)
\end{align*}
$$

Combining (5.9) and Lemma 4.3, we have

$$
\mathbb{E} \int_{0}^{t} \delta \phi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, Z_{s}^{\varepsilon}\right) \mathrm{d} s \leq C_{T} \varepsilon^{\frac{1}{2}}
$$

Now we recall the following lemma, which is from [41, Proposition 3].
Lemma 5.5. If $\left\{Z^{\varepsilon}, \bar{Z}: 0<\varepsilon \leq 1\right\} \subset C\left([0, T] ; \mathbb{R}^{d_{1}}\right)$ is tight, then for any $\delta>0$ there exist $N \in \mathbb{N}$ and $z^{1}, \ldots, z^{N} \in C\left([0, T] ; \mathbb{R}^{d_{1}}\right)$ such that for any $0<\varepsilon \leq 1$

$$
\mathbb{P}\left(\bigcap_{k=1}^{N}\left\{\sup _{t \in[0, T]}\left|Z_{t}^{\varepsilon}-z_{t}^{k}\right|>\delta\right\}\right)<\delta, \quad \mathbb{P}\left(\bigcap_{k=1}^{N}\left\{\sup _{t \in[0, T]}\left|\bar{Z}_{t}-z_{t}^{k}\right|>\delta\right\}\right)<\delta .
$$

Remark 5.6. (i) Note that we also have

$$
\begin{equation*}
G G^{T}(x)=\int_{\mathbb{R}^{d_{2}}}(f(x, y)-\bar{f}(x)) \psi(x, y) \mu^{x}(\mathrm{~d} y), \forall x \in \mathbb{R}^{d_{1}} \tag{5.10}
\end{equation*}
$$

where $\psi(x, y)$ is the solution to $\mathfrak{L}_{2}(x, y) \psi(x, y)=f(x, y)-\bar{f}(x), y \in \mathbb{R}^{d_{2}}$.
(ii) It follows from $\left(\mathbf{H}_{x}^{2}\right),(5.10)$ and Lemma 3.4 that there exist constants $m>0$ and $C>0$ such that for any $x \in \mathbb{R}^{d_{1}}$

$$
|G(x)| \vee\left|G G^{T}(x)\right| \vee\left|\nabla\left(G G^{T}(x)\right)\right| \leq C\left(1+|x|^{m}\right)
$$

Therefore, we have for any $x_{1}, x_{2} \in \mathbb{R}^{d_{1}}$

$$
\left|G G^{T}\left(x_{1}\right)-G G^{T}\left(x_{2}\right)\right| \leq C\left(1+\left|x_{1}\right|^{m}+\left|x_{2}\right|^{m}\right)\left|x_{1}-x_{2}\right|
$$

We are now in a position to prove Theorem 2.6.
Proof of Theorem 2.6. Note that it follows from Itô's formula that

$$
\begin{align*}
\varphi\left(\bar{Z}_{t}\right)= & \varphi(0)+\int_{0}^{t}\left\langle\nabla \bar{f}\left(\bar{X}_{s}\right) \bar{Z}_{s}, \nabla \varphi\left(\bar{Z}_{s}\right)\right\rangle+\frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(\bar{Z}_{s}\right) G G^{T}\left(\bar{X}_{s}\right)\right] \mathrm{d} s  \tag{5.11}\\
& +\int_{0}^{t}\left\langle\nabla \varphi\left(\bar{Z}_{s}\right), G\left(\bar{X}_{s}\right) \mathrm{d} \widetilde{W}_{s}^{1}\right\rangle \\
& \varphi\left(Z_{t}^{\varepsilon}\right)=\varphi(0)+\int_{0}^{t} \frac{1}{\sqrt{\varepsilon}}\left\langle f\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{s}\right), \nabla \varphi\left(Z_{s}^{\varepsilon}\right)\right\rangle \mathrm{d} s \tag{5.12}
\end{align*}
$$

Combining (5.11) and (5.12), we have

$$
\begin{aligned}
& \left|\mathbb{E} \varphi\left(Z_{t}^{\varepsilon}\right)-\mathbb{E} \varphi\left(\bar{Z}_{t}\right)\right| \\
& =\left\lvert\, \mathbb{E} \int_{0}^{t}\left(\frac{1}{\sqrt{\varepsilon}}\left\langle f\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{s}\right), \nabla \varphi\left(Z_{s}^{\varepsilon}\right)\right\rangle-\left\langle\nabla \bar{f}\left(\bar{X}_{s}\right) \bar{Z}_{s}, \nabla \varphi\left(\bar{Z}_{s}\right)\right\rangle\right.\right. \\
& \left.\quad-\frac{1}{2} \operatorname{Tr}\left[\nabla_{z}^{2} \varphi\left(\bar{Z}_{s}\right) G G^{T}\left(\bar{X}_{s}\right)\right]\right) \mathrm{d} s \mid \leq \mathscr{I}_{1}+\mathscr{I}_{2}+\mathscr{I}_{3}
\end{aligned}
$$

where

$$
\begin{aligned}
& \mathscr{I}_{1}:=\left|\mathbb{E} \int_{0}^{t} \frac{1}{\sqrt{\varepsilon}}\left\langle f\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\bar{f}\left(X_{s}^{\varepsilon}\right), \nabla \varphi\left(Z_{s}^{\varepsilon}\right)\right\rangle-\frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(Z_{s}^{\varepsilon}\right) G G^{T}\left(X_{s}^{\varepsilon}\right)\right] \mathrm{d} s\right| \\
& \mathscr{I}_{2}:=\left|\mathbb{E} \int_{0}^{t} \frac{1}{\sqrt{\varepsilon}}\left\langle\bar{f}\left(X_{s}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{s}\right), \nabla \varphi\left(Z_{s}^{\varepsilon}\right)\right\rangle-\left\langle\nabla \bar{f}\left(\bar{X}_{s}\right) \bar{Z}_{s}, \nabla \varphi\left(\bar{Z}_{s}\right)\right\rangle \mathrm{d} s\right| \\
&=\left|\mathbb{E} \int_{0}^{t}\left\langle\nabla \bar{f}\left(\bar{X}_{s}+\iota\left(X_{s}^{\varepsilon}-\bar{X}_{s}\right)\right) Z_{s}^{\varepsilon}, \nabla \varphi\left(Z_{s}^{\varepsilon}\right)\right\rangle-\left\langle\nabla \bar{f}\left(\bar{X}_{s}\right) \bar{Z}_{s}, \nabla \varphi\left(\bar{Z}_{s}\right)\right\rangle \mathrm{d} s\right| \\
& \mathscr{I}_{3}:=\left|\mathbb{E} \int_{0}^{t} \frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(Z_{s}^{\varepsilon}\right) G G^{T}\left(X_{s}^{\varepsilon}\right)\right]-\frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(\bar{Z}_{s}\right) G G^{T}\left(\bar{X}_{s}\right)\right] \mathrm{d} s\right|
\end{aligned}
$$

for some $\iota \in[0,1]$. Thus, we only need to demonstrate that $\lim _{\varepsilon \rightarrow 0} \mathscr{I}_{1}=0, \lim _{\varepsilon \rightarrow 0} \mathscr{I}_{2}=0$, and $\lim _{\varepsilon \rightarrow 0} \mathscr{I}_{3}=0$ to establish our result. To this end, we will break the proof into three steps.
(Step 1) Let $\phi(x, y, z):=\langle f(x, y), \nabla \varphi(z)\rangle, \bar{\phi}(x, z):=\langle\bar{f}(x), \nabla \varphi(z)\rangle, \forall(x, y, z) \in \mathbb{R}^{d_{1}+d_{2}+d_{1}}$. It is obvious that $\Psi(x, y, z):=-\langle\psi(x, y), \nabla \varphi(z)\rangle$ is the solution to

$$
\mathfrak{L}_{2} \Psi(x, y, z)=-(\phi(x, y, z)-\bar{\phi}(x, z))
$$

where $\psi(x, y)$ is the solution to $\mathfrak{L}_{2} \psi(x, y)=(f(x, y)-\bar{f}(x))$. Then by Lemma 3.4, one sees that $\Psi \in C^{2,2,2}\left(\mathbb{R}^{d_{1}+d_{2}+d_{1}}\right)$ and that there exist constants $C, m_{1}, m_{2}>0$ such that

$$
\begin{align*}
& |\Psi(x, y, z)|+\left|\partial_{x} \Psi(x, y, z)\right|+\left|\partial_{x}^{2} \Psi(x, y, z)\right| \\
& \quad+\left|\partial_{z} \Psi(x, y, z)\right|+\left|\partial_{z}^{2} \Psi(x, y, z)\right|+\left|\partial_{y} \Psi(x, y, z)\right| \tag{5.13}
\end{align*}
$$

$$
\leq C\left(1+|x|^{m_{1}}+|y|^{m_{2}}\right)
$$

Applying Itô's formula to $t \mapsto \Psi\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}, Z_{t}^{\varepsilon}\right)$, we have

$$
\begin{aligned}
\mathbb{E} \Psi\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}, Z_{t}^{\varepsilon}\right)-\mathbb{E} \Psi(x, y, 0)=\mathbb{E} & \int_{0}^{t}\left(\mathfrak{L}_{1} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, Z_{s}^{\varepsilon}\right)+\frac{1}{\varepsilon} \mathfrak{L}_{2} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, Z_{s}^{\varepsilon}\right)\right. \\
& \left.+\frac{1}{\sqrt{\varepsilon}}\left\langle f\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{s}\right), \partial_{z} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, Z_{s}^{\varepsilon}\right)\right\rangle\right) \mathrm{d} s
\end{aligned}
$$

Therefore, by (5.13), ( $\left.\mathbf{H}_{x}^{2}\right),\left(\mathbf{H}_{x}^{3}\right)$, Hölder's inequality, Lemma 4.3 and Theorem 2.5 we obatin

$$
\begin{align*}
\mathscr{I}_{1}= & \mid \sqrt{\varepsilon}\left(\mathbb{E} \Psi(x, y, 0)-\mathbb{E} \Psi\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}, Z_{t}^{\varepsilon}\right)+\mathbb{E} \int_{0}^{t} \mathfrak{L}_{1} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, Z_{s}^{\varepsilon}\right) \mathrm{d} s\right) \\
& \left.+\mathbb{E} \int_{0}^{t}\left\langle f\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{s}\right), \partial_{z} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, Z_{s}^{\varepsilon}\right)\right\rangle-\frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(Z_{s}^{\varepsilon}\right) G G^{T}\left(X_{s}^{\varepsilon}\right)\right] \mathrm{d} s \right\rvert\, \\
\leq & C \sqrt{\varepsilon}+\left|\mathbb{E} \int_{0}^{t}\left\langle\bar{f}\left(X_{s}^{\varepsilon}\right)-\bar{f}\left(\bar{X}_{s}\right), \partial_{z} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, Z_{s}^{\varepsilon}\right)\right\rangle\right|+\mathscr{I}_{1}^{3}  \tag{5.14}\\
\leq & C \sqrt{\varepsilon}+\left|\mathbb{E} \int_{0}^{t}\right| \nabla \bar{f}\left(\bar{X}_{s}+\iota\left(X_{s}^{\varepsilon}-\bar{X}_{s}\right)\right)| | X_{s}^{\varepsilon}-\bar{X}_{s}| | \partial_{z} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, Z_{s}^{\varepsilon}\right)|\mathrm{d} s|+\mathscr{I}_{1}^{3} \\
\leq & C \sqrt{\varepsilon}+\mathscr{I}_{1}^{3}
\end{align*}
$$

for some $\iota \in[0,1]$, where

$$
\mathscr{I}_{1}^{3}:=\left|\mathbb{E} \int_{0}^{t}\left\langle f\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}\right)-\bar{f}\left(X_{s}^{\varepsilon}\right), \partial_{z} \Psi\left(X_{s}^{\varepsilon}, Y_{s}^{\varepsilon}, Z_{s}^{\varepsilon}\right)\right\rangle-\frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(Z_{s}^{\varepsilon}\right) G G^{T}\left(X_{s}^{\varepsilon}\right)\right] \mathrm{d} s\right|
$$

Note that

$$
\begin{aligned}
& \left\langle f(x, y)-\bar{f}(x), \partial_{z} \Psi(x, y, z)\right\rangle-\frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi(z) G G^{T}(x)\right] \\
& =\sum_{i, j=1}^{d_{1}}\left(f_{i}(x, y)-\bar{f}_{i}(x)\right) \psi_{j}(x, y) \partial_{z_{j} z_{i}}^{2} \varphi(z) \\
& \quad-\sum_{i, j=1}^{d_{1}} \int_{\mathbb{R}^{d_{2}}}\left(f_{i}(x, y)-\bar{f}_{i}(x)\right) \psi_{j}(x, y) \partial_{z_{j} z_{i}}^{2} \varphi(z) \mu^{x}(\mathrm{~d} y) .
\end{aligned}
$$

By Lemma 5.4, one sees that $\lim _{\varepsilon \rightarrow 0} \mathscr{I}_{1}^{3}=0$, which by (5.14) implies that $\lim _{\varepsilon \rightarrow 0} \mathscr{I}_{1}=0$.
(Step 2) Now we show that $\lim _{\varepsilon \rightarrow 0} \mathscr{I}_{2}=0$. By Lemmas 5.3 and 5.5 , for any $\delta>0$ there exist $z^{1}, \ldots, z^{N} \in C\left([0, T] ; \mathbb{R}^{d_{1}}\right)$ such that for any $0<\varepsilon \leq 1$

$$
\begin{align*}
& \mathbb{P}\left(\bigcap_{k=1}^{N}\left\{\sup _{t \in[0, T]}\left|Z_{t}^{\varepsilon}-z_{t}^{k}\right|>\delta\right\}\right)<\delta,  \tag{5.15}\\
& \mathbb{P}\left(\bigcap_{k=1}^{N}\left\{\sup _{t \in[0, T]}\left|\bar{Z}_{t}-z_{t}^{k}\right|>\delta\right\}\right)<\delta . \tag{5.16}
\end{align*}
$$

Define

$$
\begin{gathered}
\Omega_{1, k}^{\varepsilon}:=\left\{\sup _{t \in[0, T]}\left|Z_{t}^{\varepsilon}-z_{t}^{k}\right|<2 \delta, \sup _{t \in[0, T]}\left|\bar{Z}_{t}-z_{t}^{k}\right|<2 \delta\right\} \\
\Omega_{2}^{\varepsilon}:=\bigcap_{k=1}^{N}\left\{\sup _{t \in[0, T]}\left|Z_{t}^{\varepsilon}-z_{t}^{k}\right|>\delta\right\}, \quad \Omega_{3}:=\bigcap_{k=1}^{N}\left\{\sup _{t \in[0, T]}\left|\bar{Z}_{t}-z_{t}^{k}\right|>\delta\right\} .
\end{gathered}
$$

Let $\widetilde{\Omega}_{1,1}^{\varepsilon}=\Omega_{1,1}^{\varepsilon}, \widetilde{\Omega}_{1, k}^{\varepsilon}=\Omega_{1, k}^{\varepsilon} \backslash\left(\cup_{i=1}^{k-1} \widetilde{\Omega}_{1, i}^{\varepsilon}\right), k=2, \ldots, N$. It is obvious that for any $0<\varepsilon \leq 1$

$$
\Omega=\cup_{k=1}^{N} \widetilde{\Omega}_{1, k}^{\varepsilon} \cup \Omega_{2}^{\varepsilon} \cup \Omega_{3}, \quad \widetilde{\Omega}_{1, i}^{\varepsilon} \cap \widetilde{\Omega}_{1, j}^{\varepsilon}=\emptyset, i \neq j
$$

Therefore,

$$
\begin{align*}
\mathscr{I}_{2} & =\left|\mathbb{E} \int_{0}^{t}\left\langle\nabla \bar{f}\left(\bar{X}_{s}+\iota\left(X_{s}^{\varepsilon}-\bar{X}_{s}\right)\right) Z_{s}^{\varepsilon}, \nabla \varphi\left(Z_{s}^{\varepsilon}\right)\right\rangle-\left\langle\nabla \bar{f}\left(\bar{X}_{s}\right) \bar{Z}_{s}, \nabla \varphi\left(\bar{Z}_{s}\right)\right\rangle \mathrm{d} s\right|  \tag{5.17}\\
& \leq \mathscr{I}_{2,1}+\mathscr{I}_{2,2}+\sum_{k=1}^{N} \mathscr{I}_{2,3}^{k},
\end{align*}
$$

where

$$
\begin{aligned}
& \mathscr{I}_{2,1}:=\left|\mathbb{E}\left[\chi_{\Omega_{2}^{\varepsilon}} \int_{0}^{t}\left\langle\nabla \bar{f}\left(\bar{X}_{s}+\iota\left(X_{s}^{\varepsilon}-\bar{X}_{s}\right)\right) Z_{s}^{\varepsilon}, \nabla \varphi\left(Z_{s}^{\varepsilon}\right)\right\rangle-\left\langle\nabla \bar{f}\left(\bar{X}_{s}\right) \bar{Z}_{s}, \nabla \varphi\left(\bar{Z}_{s}\right)\right\rangle \mathrm{d} s\right]\right| \\
& \mathscr{I}_{2,2}:=\left|\mathbb{E}\left[\chi_{\Omega_{3}} \int_{0}^{t}\left\langle\nabla \bar{f}\left(\bar{X}_{s}+\iota\left(X_{s}^{\varepsilon}-\bar{X}_{s}\right)\right) Z_{s}^{\varepsilon}, \nabla \varphi\left(Z_{s}^{\varepsilon}\right)\right\rangle-\left\langle\nabla \bar{f}\left(\bar{X}_{s}\right) \bar{Z}_{s}, \nabla \varphi\left(\bar{Z}_{s}\right)\right\rangle \mathrm{d} s\right]\right| \\
& \mathscr{I}_{2,3}^{k}:=\left|\mathbb{E}\left[\chi_{\widetilde{\Omega}_{1, k}^{\varepsilon}} \int_{0}^{t}\left\langle\nabla \bar{f}\left(\bar{X}_{s}+\iota\left(X_{s}^{\varepsilon}-\bar{X}_{s}\right)\right) Z_{s}^{\varepsilon}, \nabla \varphi\left(Z_{s}^{\varepsilon}\right)\right\rangle-\left\langle\nabla \bar{f}\left(\bar{X}_{s}\right) \bar{Z}_{s}, \nabla \varphi\left(\bar{Z}_{s}\right)\right\rangle \mathrm{d} s\right]\right|
\end{aligned}
$$

In view of (5.11), Remark 5.6, the Burkholder-Davis-Gundy inequality and (4.4), for any $p>1$ there exists $m_{1}>0$ such that

$$
\begin{align*}
& \mathbb{E}\left|\int_{0}^{t}\left\langle\nabla \bar{f}\left(\bar{X}_{s}\right) \bar{Z}_{s}, \nabla \varphi\left(\bar{Z}_{s}\right)\right\rangle \mathrm{d} s\right|^{p}  \tag{5.18}\\
& =\mathbb{E}\left|\varphi\left(\bar{Z}_{t}\right)-\varphi(0)-\int_{0}^{t} \frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(\bar{Z}_{s}\right) G G^{T}\left(\bar{X}_{s}\right)\right] \mathrm{d} s-\int_{0}^{t}\left\langle\nabla \varphi\left(\bar{Z}_{s}\right), G\left(\bar{X}_{s}\right) \mathrm{d} \widetilde{W}_{s}^{1}\right\rangle\right|^{p} \\
& \leq C_{T, p,\|\nabla \varphi\|_{\infty}}\left(\|\varphi\|_{\infty}^{p}+\int_{0}^{T} \mathbb{E}\left|\bar{X}_{s}\right|^{m_{1}} \mathrm{~d} s+1\right) \leq C_{p, T}
\end{align*}
$$

It follows from Hölder's inequality, (5.15) and (5.18) that

$$
\begin{aligned}
& \mathscr{I}_{2,1}+\mathscr{I}_{2,2} \\
& \leq \mathbb{E}\left[\left(\chi_{\Omega_{2}^{\varepsilon}}+\chi_{\Omega_{3}}\right)\left|\int_{0}^{t}\left\langle\nabla \bar{f}\left(\bar{X}_{s}+\iota\left(X_{s}^{\varepsilon}-\bar{X}_{s}\right)\right) Z_{s}^{\varepsilon}, \nabla \varphi\left(Z_{s}^{\varepsilon}\right)\right\rangle \mathrm{d} s\right|\right] \\
&+\mathbb{E}\left[\left(\chi_{\Omega_{2}^{\varepsilon}}+\chi_{\Omega_{3}}\right)\left|\int_{0}^{t}\left\langle\nabla \bar{f}\left(\bar{X}_{s}\right) \bar{Z}_{s}, \nabla \varphi\left(\bar{Z}_{s}\right)\right\rangle \mathrm{d} s\right|\right] \\
& \leq {\left[\left(\mathbb{P}\left(\left\{\Omega_{2}^{\varepsilon}\right\}\right)\right)^{\frac{1}{3}}+\left(\mathbb{P}\left(\left\{\Omega_{3}\right\}\right)\right)^{\frac{1}{3}}\right]\left(\mathbb{E}\left|\int_{0}^{t}\left\langle\nabla \bar{f}^{\prime}\left(\bar{X}_{s}+\iota\left(X_{s}^{\varepsilon}-\bar{X}_{s}\right)\right) Z_{s}^{\varepsilon}, \nabla \varphi\left(Z_{s}^{\varepsilon}\right)\right\rangle \mathrm{d} s\right|^{\frac{3}{2}}\right)^{\frac{2}{3}} } \\
&+\left[\left(\mathbb{P}\left(\left\{\Omega_{2}^{\varepsilon}\right\}\right)\right)^{\frac{1}{2}}+\left(\mathbb{P}\left(\left\{\Omega_{3}\right\}\right)\right)^{\frac{1}{2}}\right]\left(\mathbb{E}\left|\int_{0}^{t}\left\langle\nabla \bar{f}\left(\bar{X}_{s}\right) \bar{Z}_{s}, \nabla \varphi\left(\bar{Z}_{s}\right)\right\rangle \mathrm{d} s\right|^{2}\right)^{\frac{1}{2}} \\
& \leq C_{T} \delta^{\frac{1}{3}}\left(\mathbb{E} \int_{0}^{T}\left|\nabla \bar{f}\left(\bar{X}_{s}+\iota\left(X_{s}^{\varepsilon}-\bar{X}_{s}\right)\right)\right|^{\frac{3}{2}}\left|Z_{s}^{\varepsilon}\right|^{\frac{3}{2}}\|\nabla \varphi\|_{\infty}^{\frac{3}{2}} \mathrm{~d} s\right)^{\frac{2}{3}}+C_{T} \delta^{\frac{1}{2}}
\end{aligned}
$$

which by Hölder's inequality and $\left(\mathbf{H}_{x}^{2}\right)$ implies that

$$
\begin{equation*}
\mathscr{I}_{2,1}+\mathscr{I}_{2,2} \leq C_{T} \delta^{\frac{1}{3}}\left(\mathbb{E} \int_{0}^{T}\left|Z_{s}^{\varepsilon}\right|^{2}+\left|\bar{X}_{s}\right|^{4 \theta_{1}}+\left|X_{s}^{\varepsilon}\right|^{4 \theta_{1}} \mathrm{~d} s\right)^{\frac{2}{3}}+C_{T} \delta^{\frac{1}{2}} \tag{5.19}
\end{equation*}
$$

Combining (5.19), (4.3), (4.4) and (2.3), we get

$$
\begin{equation*}
\mathscr{I}_{2,1}+\mathscr{I}_{2,2} \leq C_{T} \delta^{\frac{1}{3}} \tag{5.20}
\end{equation*}
$$

Note that for all $1 \leq k \leq N$

$$
\begin{align*}
\mathscr{I}_{2,3}^{k}: \leq & \left|\mathbb{E}\left[\chi_{\widetilde{\Omega}_{1, k}^{\varepsilon}} \int_{0}^{t}\left\langle\left(\nabla \bar{f}\left(\bar{X}_{s}+\iota\left(X_{s}^{\varepsilon}-\bar{X}_{s}\right)\right)-\nabla \bar{f}\left(\bar{X}_{s}\right)\right) Z_{s}^{\varepsilon}, \nabla \varphi\left(Z_{s}^{\varepsilon}\right)\right\rangle \mathrm{d} s\right]\right| \\
& +\left|\mathbb{E}\left[\chi_{\widetilde{\Omega}_{1, k}^{\varepsilon}} \int_{0}^{t}\left\langle\nabla \bar{f}\left(\bar{X}_{s}\right) Z_{s}^{\varepsilon}, \nabla \varphi\left(Z_{s}^{\varepsilon}\right)-\nabla \varphi\left(\bar{Z}_{s}\right)\right\rangle \mathrm{d} s\right]\right|  \tag{5.21}\\
& +\left|\mathbb{E}\left[\chi_{\widetilde{\Omega}_{1, k}^{\varepsilon}} \int_{0}^{t}\left\langle\nabla \bar{f}\left(\bar{X}_{s}\right)\left(Z_{s}^{\varepsilon}-\bar{Z}_{s}\right), \nabla \varphi\left(\bar{Z}_{s}\right)\right\rangle \mathrm{d} s\right]\right|=: \sum_{i=1}^{3} \mathfrak{J}_{i} .
\end{align*}
$$

First of all, by Hölder's inequality, $\left(\mathbf{H}_{x}^{2}\right)$, Lemma 4.3 and Theorem 2.5 we have

$$
\begin{align*}
\mathfrak{J}_{1} \leq & \|\nabla \varphi\|_{\infty} \mathbb{E}\left[\chi_{\widetilde{\Omega}_{1, k}^{\varepsilon}} \int_{0}^{t}\left|\nabla^{2} \bar{f}\left(\bar{X}_{s}+\iota \iota^{\prime}\left(X_{s}^{\varepsilon}-\bar{X}_{s}\right)\right)\right|\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|\left|Z_{s}^{\varepsilon}\right|\|\nabla \varphi\|_{\infty} \mathrm{d} s\right] \\
\leq & \|\nabla \varphi\|_{\infty}\left(\mathbb{E} \int_{0}^{T}\left|Z_{s}^{\varepsilon}\right|^{2} \mathrm{~d} s\right)^{\frac{1}{2}}\left(\mathbb{E} \int_{0}^{T}\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right|^{2} \mathrm{~d} s\right)^{\frac{1}{4}}  \tag{5.22}\\
& \times\left(\mathbb{E} \int_{0}^{T}\left|\nabla^{2} \bar{f}\left(\bar{X}_{s}+\iota \iota^{\prime}\left(X_{s}^{\varepsilon}-\bar{X}_{s}\right)\right)\right|^{4}\left(\left|X_{s}^{\varepsilon}\right|+\left|\bar{X}_{s}\right|\right)^{2} \mathrm{~d} s\right)^{\frac{1}{4}} \leq C_{T} \varepsilon^{\frac{1}{4}}
\end{align*}
$$

where $\iota^{\prime} \in[0,1]$. And in view of Hölder's inequality we have

$$
\begin{align*}
\mathfrak{J}_{2}+\mathfrak{J}_{3} & \leq \mathbb{E}\left[\chi_{\widetilde{\Omega}_{1, k}^{\varepsilon}} \int_{0}^{t}\left|\nabla \bar{f}\left(\bar{X}_{s}\right)\right|\left(\left|Z_{s}^{\varepsilon}\right| \mid \nabla^{2} \varphi\left\|_{\infty}+\right\| \nabla \varphi \|_{\infty}\right)\left|Z_{s}^{\varepsilon}-\bar{Z}_{s}\right| \mathrm{d} s\right]  \tag{5.23}\\
& \leq C \delta \mathbb{E}\left[\chi_{\widetilde{\Omega}_{1, k}^{\varepsilon}} \int_{0}^{T}\left|\nabla \bar{f}\left(\bar{X}_{s}\right)\right|\left(\left|Z_{s}^{\varepsilon}\right|+1\right) \mathrm{d} s\right]
\end{align*}
$$

Therefore, by (5.17), (5.20), (5.21), (5.22), (5.23), Hölder's inequality, ( $\mathbf{H}_{x}^{2}$ ), Lemma 4.3 and Theorem 2.5 one sees that

$$
\mathscr{I}_{2} \leq C_{T}\left(\delta^{\frac{1}{3}}+N \varepsilon^{\frac{1}{4}}\right)+\delta C \mathbb{E} \int_{0}^{T}\left|\nabla \bar{f}\left(\bar{X}_{s}\right)\right|\left(\left|Z_{s}^{\varepsilon}\right|+1\right) \mathrm{d} s \leq C_{T}\left(\delta^{\frac{1}{4}}+N \varepsilon^{\frac{1}{4}}\right)
$$

which implies that $\lim _{\varepsilon \rightarrow 0} \mathscr{I}_{2}=0$ by first letting $\varepsilon \rightarrow 0$ and then letting $\delta \rightarrow 0$.
(Step 3) Now we estimate $\mathscr{I}_{3}$ :

$$
\begin{align*}
\mathscr{I}_{3}:= & \left|\mathbb{E} \int_{0}^{t} \frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(Z_{s}^{\varepsilon}\right) G G^{T}\left(X_{s}^{\varepsilon}\right)\right]-\frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(\bar{Z}_{s}\right) G G^{T}\left(\bar{X}_{s}\right)\right] \mathrm{d} s\right| \\
\leq & \left|\mathbb{E}\left[\chi_{\Omega_{2}^{\varepsilon}} \int_{0}^{t} \frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(Z_{s}^{\varepsilon}\right) G G^{T}\left(X_{s}^{\varepsilon}\right)\right]-\frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(\bar{Z}_{s}\right) G G^{T}\left(\bar{X}_{s}\right)\right] \mathrm{d} s\right]\right| \\
& +\left|\mathbb{E}\left[\chi_{\Omega_{3}} \int_{0}^{t} \frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(Z_{s}^{\varepsilon}\right) G G^{T}\left(X_{s}^{\varepsilon}\right)\right]-\frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(\bar{Z}_{s}\right) G G^{T}\left(\bar{X}_{s}\right)\right] \mathrm{d} s\right]\right|  \tag{5.24}\\
& +\sum_{k=1}^{N}\left|\mathbb{E}\left[\chi_{\widetilde{\Omega}_{1, k}^{\varepsilon}} \int_{0}^{t} \frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(Z_{s}^{\varepsilon}\right) G G^{T}\left(X_{s}^{\varepsilon}\right)\right]-\frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(\bar{Z}_{s}\right) G G^{T}\left(\bar{X}_{s}\right)\right] \mathrm{d} s\right]\right| \\
= & \mathscr{I}_{3,1}+\mathscr{I}_{3,2}+\sum_{k=1}^{N} \mathscr{I}_{3,3}^{k} .
\end{align*}
$$

Thanks to Hölder's inequality, (5.15), (5.16), Remark 5.6, (4.3) and (4.4), we have

$$
\begin{equation*}
\mathscr{I}_{3,1}+\mathscr{I}_{3,2} \leq C_{T} \delta^{1 / 2} \tag{5.25}
\end{equation*}
$$

And it follows from Remark 5.6, Hölder's inequality, Lemma 4.3 and Theorem 2.5 that there exists $m>0$ such that

$$
\begin{align*}
\mathscr{I}_{3,3}^{k}: \leq & \left|\mathbb{E}\left[\chi_{\widetilde{\Omega}_{1, k}^{\varepsilon}} \int_{0}^{t} \frac{1}{2} \operatorname{Tr}\left[\left(\nabla^{2} \varphi\left(Z_{s}^{\varepsilon}\right)-\nabla^{2} \varphi\left(z_{s}^{k}\right)\right) G G^{T}\left(X_{s}^{\varepsilon}\right)\right] \mathrm{d} s\right]\right| \\
& +\left|\mathbb{E}\left[\chi_{\widetilde{\Omega}_{1, k}^{\varepsilon}} \int_{0}^{t} \frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(z_{s}^{k}\right) G G^{T}\left(X_{s}^{\varepsilon}\right)\right]-\frac{1}{2} \operatorname{Tr}\left[\nabla^{2} \varphi\left(z_{s}^{k}\right) G G^{T}\left(\bar{X}_{s}\right)\right] \mathrm{d} s\right]\right| \\
& +\left|\mathbb{E}\left[\chi_{\widetilde{\Omega}_{1, k}^{\varepsilon}} \int_{0}^{t} \frac{1}{2} \operatorname{Tr}\left[\left(\nabla^{2} \varphi\left(\bar{Z}_{s}\right)-\nabla^{2} \varphi\left(z_{s}^{k}\right)\right) G G^{T}\left(\bar{X}_{s}\right)\right] \mathrm{d} s\right]\right| \\
\leq & C\left|\mathbb{E}\left[\chi_{\widetilde{\Omega}_{1, k}^{\varepsilon}} \int_{0}^{t}\left\|\nabla^{3} \varphi\right\|_{\infty}\left|Z_{s}^{\varepsilon}-z_{s}^{k}\right|\left(1+\left|X_{s}^{\varepsilon}\right|^{m}\right) \mathrm{d} s\right]\right|  \tag{5.26}\\
& +\left|\mathbb{E}\left[\chi_{\widetilde{\Omega}_{1, k}^{\varepsilon}} \int_{0}^{t}\left\|\nabla^{2} \varphi\right\|_{\infty}\left(1+\left|X_{s}^{\varepsilon}\right|^{m}+\left|\bar{X}_{s}\right|^{m}\right)\left|X_{s}^{\varepsilon}-\bar{X}_{s}\right| \mathrm{d} s\right]\right| \\
& +\left|\mathbb{E}\left[\chi_{\widetilde{\Omega}_{1, k}^{\varepsilon}} \int_{0}^{t}\left\|\nabla^{3} \varphi\right\|_{\infty}\left|\bar{Z}_{s}-z_{s}^{k}\right|\left(1+\left|\bar{X}_{s}\right|^{m}\right) \mathrm{d} s\right]\right| \\
\leq & C_{T} \delta\left(\mathbb{E}\left[\chi_{\widetilde{\Omega}_{1, k}^{\varepsilon}} \int_{0}^{T}\left(1+\left|X_{s}^{\varepsilon}\right|^{m}+\left|\bar{X}_{s}\right|^{m}\right) \mathrm{d} s\right]\right)+C_{T}^{\varepsilon^{\frac{1}{2}}}
\end{align*}
$$

Therefore, employing (5.24), (5.25), (5.26), Hölder's inequality, $\left(\mathbf{H}_{x}^{2}\right)$ and Lemma 4.3, we have

$$
\mathscr{I}_{3} \leq C_{T}\left(\delta^{1 / 2}+N \varepsilon^{\frac{1}{2}}\right)+C_{T} \delta\left(\mathbb{E} \int_{0}^{T}\left(1+\left|X_{s}^{\varepsilon}\right|^{m}+\left|\bar{X}_{s}\right|^{m}\right) \mathrm{d} s\right) \leq C_{T}\left(\delta^{1 / 2}+N \varepsilon^{1 / 2}\right)
$$

Therefore, firstly letting $\varepsilon \rightarrow 0$, then taking $\delta \rightarrow 0$, we obtain $\lim _{\varepsilon \rightarrow 0} \mathscr{I}_{3}=0$.

## 6. The global averaging principle and second averaging principle

In Section 6.1, we begin with recalling some well-known definitions and results about autonomous and nonautonomous dynamical systems (see e.g. [33]). Subsequently, we prove Theorem 2.8 in Section 6.2. Finally, we investigate the second averaging principle in Section 6.3.
6.1. Preliminaries for dynamical systems. Let $(\mathcal{X}, d)$ be a complete metric space, and ( $\left.\mathcal{P}, d_{\mathcal{P}}\right)$ be a metric space.

Definition 6.1. Let $T=\mathbb{R}$ or $\mathbb{Z}$. A semi-dynamical system is defined as a continuous function $\phi: T^{+} \times \mathcal{X} \rightarrow \mathcal{X}$ that satisfies $\phi(0, x)=x, \forall x \in \mathcal{X}$, and $\phi(t+s, x)=\phi(t, \phi(s, x))$ for all $s, t \in T^{+}$ and $x \in \mathcal{X}$.

Definition 6.2. We say a nonempty compact subset $A \subset \mathcal{X}$ is a global attractor of a semidynamical system $\phi$ on $\mathcal{X}$ if it is $\phi$-invariant and attracts bounded sets, i.e. $\phi(t, A)=A$ for all $t \in T^{+}$and $\lim _{t \rightarrow \infty} \operatorname{dist}(\phi(t, D), A)=0$ for any bounded subset $D \subset \mathcal{X}$.
Definition 6.3. A nonautonomous dynamical system $(\sigma, \varphi)$ (in short, $\varphi$ ) comprises two components:
(i) A dynamical system $\sigma$ on $\mathcal{P}$ with time set $T=\mathbb{Z}$ or $\mathbb{R}$, i.e. $\sigma_{0}(\cdot)=I d_{\mathcal{P}}, \sigma_{t+s}(p)=\sigma_{t}\left(\sigma_{s}(p)\right)$ for all $t, s \in T$ and $p \in \mathcal{P}$, and the mapping $(t, p) \mapsto \sigma_{t}(p)$ is continuous.
(ii) A cocycle $\varphi: T^{+} \times \mathcal{P} \times \mathcal{X} \rightarrow \mathcal{X}$ satisfies
(1) $\varphi(0, p, x)=x$ for all $(p, x) \in \mathcal{P} \times \mathcal{X}$,
(2) $\varphi(t+s, p, x)=\varphi\left(t, \sigma_{s}(p), \varphi(s, p, x)\right)$ for all $s, t \in T^{+}$and $(p, x) \in \mathcal{P} \times \mathcal{X}$,
(3) the mapping $(t, p, x) \mapsto \varphi(t, p, x)$ is continuous.

Here $\mathcal{P}$ is called the base or parameter space and $\mathcal{X}$ is the fiber or state space. For convenience, we also write $\sigma_{t}(p)$ as $\sigma_{t} p$.

Furthermore, if $\sigma_{t}(p)(\cdot):=p(t+\cdot)$ then $(\mathcal{P}, \mathbb{R}, \sigma)$ is called a shift dynamical system or Bebutov shift flow.

Definition 6.4. The autonomous semi-dynamical system $\pi$ on $\mathcal{P} \times \mathcal{X}$ defined by

$$
\pi: T^{+} \times \mathcal{P} \times \mathcal{X} \rightarrow \mathcal{P} \times \mathcal{X}, \quad \pi(t,(p, x)):=\left(\theta_{t}(p), \varphi(t, p, x)\right)
$$

is called the skew product flow associated with the nonautonomous dynamical system $(\theta, \varphi)$.
Definition 6.5. Let $(\sigma, \phi)$ be a skew product flow on a metric phase space $(\mathcal{X}, d)$ with base set $\mathcal{P}$. A subset $\mathcal{M}$ of the extended phase space $\mathcal{P} \times \mathcal{X}$ is called a nonautonomous set, and for each $p \in \mathcal{P}$, the set $M_{p}:=\{x \in \mathcal{X}:(p, x) \in \mathcal{M}\}$ is called the $p$-fiber of $\mathcal{M}$. In general, $\mathcal{M}$ is said to have a topological property (such as compactness or closeness) if each fiber of $\mathcal{M}$ has this property.

Definition 6.6. Let $(\sigma, \phi)$ be a skew product flow on a metric space $(\mathcal{X}, d)$ with base set $\mathcal{P}$. A family $\mathcal{A}=\left\{A_{p}\right\}_{p \in \mathcal{P}}$ of nonempty subsets of $\mathcal{X}$ is called invariant w.r.t. $(\sigma, \phi)$, or $\phi$-invariant, if $\phi\left(t, p, A_{p}\right)=A_{\sigma_{t}(p)}$ for all $t \geq 0$ and $p \in \mathcal{P}$.
Remark 6.7. The compact set-valued mapping $t \mapsto A_{\sigma_{t}(p)}$, induced by a $\phi$-invariant family $\left(A_{p}\right)_{p \in \mathcal{P}}$ of compact subsets, is continuous in $t \in \mathbb{R}$ w.r.t. the Hausdorff metric for each fixed $p \in \mathcal{P}$.

Definition 6.8. Let $(\sigma, \phi)$ be a skew product flow. A nonempty, compact and invariant nonautonomous set $\mathcal{A}$ is called a pullback attractor if the pullback convergence

$$
\lim _{t \rightarrow \infty} \operatorname{dist}_{\mathcal{X}}\left(\phi\left(t, \sigma_{-t}(p), D\right), A_{p}\right)=0
$$

holds for every nonempty bounded subset $D$ of $\mathcal{X}$ and $p \in \mathcal{P}$.
Lemma 6.9. Assume that a semi-dynamical system $\phi$ on $\mathcal{X}$ has an absorbing set B, i.e. for any bounded subset $D \subset \mathcal{X}$, there exists $T=T(D) \in T^{+}$such that $\phi(t, D) \subset B$ for all $t \geq T$. If $B$ is positively invariant, i.e. $\phi(t, B) \subset B$ for all $t \in T^{+}$, then $\phi$ has a unique attractor $A \subset B$ defined by $A=\bigcap_{t \geq 0} \phi(t, B)$.
Definition 6.10. Let $(\sigma, \phi)$ be a skew product flow on $\mathcal{X}$. A nonempty compact subset $B$ of $\mathcal{X}$ is called pullback absorbing if for each $p \in \mathcal{P}$ and every bounded subset $D$ of $\mathcal{X}$, there exists a $T=T(p, D)>0$ such that $\phi\left(t, \sigma_{-t}(p), D\right) \subset B$ for all $t \geq T$.

Lemma 6.11. Let $(\sigma, \phi)$ be a skew product flow on $\mathcal{X}$ with a compact pullback absorbing set $B$ such that $\phi(t, p, B) \subset B$ for all $t \geq 0$ and $p \in \mathcal{P}$. Then there exists a pullback attractor $\mathcal{A}$ with fibers in $B$ uniquely determined by $A_{p}=\bigcap_{\tau \geq 0} \overline{\bigcup_{t \geq \tau} \phi\left(t, \sigma_{-t}(p), B\right)}$ for all $p \in \mathcal{P}$.
6.2. Proof of Theorem 2.8. In order to prove Theorem 2.8, we need the following decay estimates of solutions to (1.3) and (1.4) under the dissipativity condition $\left(\mathbf{H}_{x}^{5}\right)$.

Lemma 6.12. Assume that $\left(\mathbf{H}_{y}^{1}\right)$, $\left(\mathbf{H}_{y}^{3}\right)$ and $\left(\mathbf{H}_{x}^{2}\right)-\left(\mathbf{H}_{x}^{5}\right)$ hold. If $g \in C_{b}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$, then for any $\left(\zeta^{\varepsilon}, \xi^{\varepsilon}\right) \in \mathcal{L}^{2}\left(\Omega, \mathscr{F}_{s}, \mathbb{P} ; \mathbb{R}^{d_{1}+d_{2}}\right)$ there exists a unique solution $V_{s, t}^{\varepsilon}\left(\zeta^{\varepsilon}, \xi^{\varepsilon}\right):=\left(X_{s, t}^{\varepsilon}\left(\zeta^{\varepsilon}\right), Y_{s, t}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right)$ to (2.4). Furthermore, there exists $\varepsilon_{0}>0$ such that for all $p \geq 1$ and $0<\varepsilon \leq \varepsilon_{0}$

$$
\begin{equation*}
\mathbb{E}\left|Y_{s, t}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p} \leq \mathbb{E}\left|\xi^{\varepsilon}\right|^{2 p} \mathrm{e}^{-\frac{1}{4} \varepsilon^{-2 \alpha} \eta p(t-s)}+\varpi(p)\left(1-\mathrm{e}^{-\frac{1}{4} \varepsilon^{-2 \alpha} \eta p(t-s)}\right) \tag{6.1}
\end{equation*}
$$

and

$$
\begin{aligned}
\mathbb{E}\left|X_{s, t}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2} \leq & \mathbb{E}\left|\zeta^{\varepsilon}\right|^{2} \mathrm{e}^{-\lambda_{1}(t-s)}+\frac{K_{5} \varpi(\theta / 2)+K_{4}}{\lambda_{1}}\left(1-\mathrm{e}^{-\lambda_{1}(t-s)}\right) \\
& +K_{5} \mathbb{E}\left|\xi^{\varepsilon}\right|^{\theta}\left(\left[\lambda_{1}^{-1}\left(1-\mathrm{e}^{-\lambda_{1}(t-s)}\right)\right] \wedge \mathrm{e}^{-\lambda_{1}(t-s)}\right)
\end{aligned}
$$

where $\varpi(p):=\left(8 K_{1}+8(p-1)\|g\|_{\infty}\right)^{p} \eta^{-p}, \forall p \geq 1$.
Moreover, for any $1<p<\frac{\lambda_{1}}{2 L_{\sigma}^{2}}+1$ there exists a constant $C>0$ such that

$$
\begin{equation*}
\mathbb{E}\left|X_{s, t}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p} \leq \mathbb{E}\left|\zeta^{\varepsilon}\right|^{2 p} \mathrm{e}^{-\frac{p}{2}\left(\lambda_{1}-2(p-1) L_{\sigma}^{2}\right)(t-s)}+C\left(\mathbb{E}\left|\xi^{\varepsilon}\right|^{\theta p}+1\right) \tag{6.2}
\end{equation*}
$$

Proof. By (4.5) and Gronwall's inequality, one sees that there exists a $\varepsilon_{0}>0$ such that for all $0<\varepsilon \leq \varepsilon_{0}$

$$
\begin{aligned}
\mathbb{E}\left|Y_{s, t}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{2 p} \leq & \mathbb{E}\left|\xi^{\varepsilon}\right|^{2 p} \mathrm{e}^{-\frac{1}{4} \varepsilon^{-2 \alpha} \eta p(t-s)} \\
& +\left(8 K_{1}+8(p-1)\|g\|_{\infty}\right)^{p} \eta^{-p}\left(1-\mathrm{e}^{-\frac{1}{4} \varepsilon^{-2 \alpha} \eta p(t-s)}\right)
\end{aligned}
$$

It follows from Itô's formula, $\left(\mathbf{H}_{x}^{3}\right),\left(\mathbf{H}_{x}^{5}\right)$ and Young's inequality that

$$
\begin{aligned}
& \mathbb{E}\left|X_{s, t}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p} \\
& \leq \mathbb{E}\left|\zeta^{\varepsilon}\right|^{2 p}+p \mathbb{E} \int_{s}^{t}\left|X_{s, \tau}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p-2}\left(-\lambda_{1}\left|X_{s, \tau}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2}+K_{5}\left|Y_{s, \tau}^{\varepsilon}(\xi)\right|^{\theta}+K_{4}\right) \mathrm{d} \tau \\
& \quad+2 p(p-1) \mathbb{E} \int_{s}^{t}\left|X_{s, \tau}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p-2}\left(L_{\sigma}^{2}\left|X_{s, \tau}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2}+K_{7}^{2}+2 L_{\sigma} K_{7}\left|X_{s, \tau}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|\right) \mathrm{d} \tau
\end{aligned}
$$

If $p=1$, in view of Gronwall's inequality and (6.1), one sees that there exists $\varepsilon_{0}>0$ such that for all $0<\varepsilon \leq \varepsilon_{0}$

$$
\mathbb{E}\left|X_{s, t}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2} \leq \mathbb{E}\left|\zeta^{\varepsilon}\right|^{2} \mathrm{e}^{-\lambda_{1}(t-s)}+\frac{1}{\lambda_{1}}\left(K_{5}\left(\mathbb{E}\left|\xi^{\varepsilon}\right|^{\theta}+\varpi(\theta / 2)\right)+K_{4}\right)\left(1-\mathrm{e}^{-\lambda_{1}(t-s)}\right)
$$

On the other hand, in view of Gronwall's inequality and (6.1), we obtain that there exists $\varepsilon_{0}>0$ such that for all $0<\varepsilon \leq \varepsilon_{0}$

$$
\begin{aligned}
\mathbb{E}\left|X_{s, t}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2} \leq & \mathbb{E}\left|\zeta^{\varepsilon}\right|^{2} \mathrm{e}^{-\lambda_{1}(t-s)}+\frac{K_{5} \varpi(\theta / 2)+K_{4}}{\lambda_{1}}\left(1-\mathrm{e}^{-\lambda_{1}(t-s)}\right) \\
& +K_{5} \mathbb{E}\left|\xi^{\varepsilon}\right|^{\theta} \mathrm{e}^{-\lambda_{1}(t-s)}\left(\frac{1}{8} \varepsilon^{-2 \alpha \eta \theta}-\lambda_{1}\right)^{-1}\left(1-\exp \left\{\left(\lambda_{1}-\frac{\eta \theta}{8 \varepsilon^{2 \alpha}}(t-s)\right\}\right)\right. \\
\leq & \mathbb{E}\left|\zeta^{\varepsilon}\right|^{2} \mathrm{e}^{-\lambda_{1}(t-s)}+K_{5} \mathbb{E}\left|\xi^{\varepsilon}\right|^{\theta} \mathrm{e}^{-\lambda_{1}(t-s)}+\frac{K_{5} \varpi(\theta / 2)+K_{4}}{\lambda_{1}}\left(1-\mathrm{e}^{-\lambda_{1}(t-s)}\right)
\end{aligned}
$$

In the case where $1<p<\frac{\lambda_{1}}{2 L_{\sigma}^{2}}+1$, by Young's inequality we have

$$
\begin{aligned}
& \mathbb{E}\left|X_{s, t}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p} \\
& \leq \mathbb{E}\left|\zeta^{\varepsilon}\right|^{2 p}+p \mathbb{E} \int_{s}^{t}\left(-\frac{1}{2}\left(\lambda_{1}-2(p-1) L_{\sigma}^{2}\right)\left|X_{s, \tau}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p}+C\left|Y_{s, \tau}^{\varepsilon}\left(\xi^{\varepsilon}\right)\right|^{\theta p}+C\right) \mathrm{d} \tau
\end{aligned}
$$

which by Gronwall's inequality and (6.1) implies that

$$
\mathbb{E}\left|X_{s, t}^{\varepsilon}\left(\zeta^{\varepsilon}\right)\right|^{2 p} \leq \mathbb{E}\left|\zeta^{\varepsilon}\right|^{2 p} \mathrm{e}^{-\frac{p}{2}\left(\lambda_{1}-2(p-1) L_{\sigma}^{2}\right)(t-s)}+C\left(\mathbb{E}\left|\xi^{\varepsilon}\right|^{\theta p}+1\right)
$$

Lemma 6.13. Assume that $\left(\mathbf{H}_{y}^{1}\right),\left(\mathbf{H}_{y}^{2}\right),\left(\mathbf{H}_{x}^{5}\right)$ and $\left(\mathbf{A}_{f}\right)$ hold. Then there exists a constant $K_{8}>0$ such that for all $x \in \mathbb{R}^{d_{1}}$

$$
2\langle\bar{f}(x), x\rangle+|\bar{\sigma}(x)|^{2} \leq-\lambda_{1}|x|^{2}+K_{8}
$$

Proof. Let $K^{\prime}:=\sup _{x \in \mathbb{R}^{d_{1}}} \int_{\mathbb{R}^{d_{2}}}|y|^{\theta} \mu^{x}(\mathrm{~d} y)<\infty$. It follows from $\left(\mathbf{H}_{x}^{3}\right),\left(\mathbf{H}_{x}^{5}\right)$, Hölder's inequality and Young's inequality that for any $x \in \mathbb{R}^{d_{1}}$

$$
\begin{aligned}
& 2\langle\bar{f}(x), x\rangle+|\bar{\sigma}(x)|_{H S}^{2} \\
&= 2\left\langle\bar{f}(x)-\frac{1}{T} \int_{0}^{T} \hat{f}(s, x) \mathrm{d} s, x\right\rangle+2\left\langle\frac{1}{T} \int_{0}^{T} \hat{f}(s, x) \mathrm{d} s, x\right\rangle+\left|\frac{1}{T} \int_{0}^{T} \sigma(s, x) \mathrm{d} s\right|^{2} \\
&+\left|\bar{\sigma}(x)-\frac{1}{T} \int_{0}^{T} \sigma(s, x) \mathrm{d} s\right|^{2}+2\left\langle\bar{\sigma}(x)-\frac{1}{T} \int_{0}^{T} \sigma(s, x) \mathrm{d} s, \frac{1}{T} \int_{0}^{T} \sigma(s, x) \mathrm{d} s\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
\leq & \frac{2}{T}\left|\int_{0}^{T}(\bar{f}(x)-\hat{f}(s, x)) \mathrm{d} s\right| \cdot|x|+\frac{1}{T} \int_{0}^{T} \int_{\mathbb{R}^{d_{2}}}\left(2\langle f(s, x, y), x\rangle+|\sigma(s, x)|^{2}\right) \mu^{x}(\mathrm{~d} y) \mathrm{d} s \\
& +\frac{1}{T} \int_{0}^{T}|\bar{\sigma}(x)-\sigma(s, x)|^{2} \mathrm{~d} s+2\left|\bar{\sigma}(x)-\frac{1}{T} \int_{0}^{T} \sigma(s, x) \mathrm{d} s\right|\left|\frac{1}{T} \int_{0}^{T} \sigma(s, x) \mathrm{d} s\right| \\
\leq & -\lambda_{1}|x|^{2}+K_{4}+K^{\prime} K_{5}+1+\frac{2}{T}\left|\int_{0}^{T}(\bar{f}(x)-\hat{f}(s, x)) \mathrm{d} s\right| \cdot|x| \\
& +\frac{1}{T} \int_{0}^{T}|\bar{\sigma}(x)-\sigma(s, x)|^{2} \mathrm{~d} s+\frac{1}{T} \int_{0}^{T}|\bar{\sigma}(x)-\sigma(s, x)|^{2} \mathrm{~d} s\left(2 L_{\sigma}^{2}|x|^{2}+2 K_{7}^{2}\right)
\end{aligned}
$$

which by $\left(\mathbf{A}_{f}\right)$ and $\left(\mathbf{A}_{\sigma}\right)$ implies that

$$
2\langle\bar{f}(x), x\rangle+|\bar{\sigma}(x)|_{H S}^{2} \leq-\lambda_{1}|x|^{2}+K_{4}+K^{\prime} K_{5}+1
$$

by letting $T \rightarrow \infty$.
Similarly to the estimates provided in Lemma 6.12, the following lemma can be derived by applying the same methodology. Therefore, we omit the proof.
Lemma 6.14. Assume that $\left(\mathbf{H}_{y}^{1}\right)$, $\left(\mathbf{H}_{y}^{3}\right)$ and $\left(\mathbf{H}_{x}^{2}\right)-\left(\mathbf{H}_{x}^{5}\right)$ hold. If $g \in C_{b}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$, then for any $\zeta \in \mathcal{L}^{2}\left(\Omega, \mathscr{F}_{s}, \mathbb{P} ; \mathbb{R}^{d_{1}}\right)$, there exists a unique solution $\bar{X}_{s, t}(\zeta)$ to (1.4). Furthermore, there exists $\varepsilon_{0}>0$ such that for all $0<\varepsilon \leq \varepsilon_{0}$

$$
\mathbb{E}\left|\bar{X}_{s, t}(\zeta)\right|^{2} \leq \mathbb{E}|\zeta|^{2} \mathrm{e}^{-\lambda_{1}(t-s)}+\frac{K_{8}}{\lambda_{1}}\left(1-\mathrm{e}^{-\lambda_{1}(t-s)}\right)
$$

Moreover, if $\zeta \in \mathcal{L}^{2 p}\left(\Omega, \mathscr{F}_{s}, \mathbb{P} ; \mathbb{R}^{d_{1}}\right)$ for any $1<p<\frac{\lambda_{1}}{2 L_{\sigma}^{2}}+1$, then there exists a constant $C>0$ such that

$$
\mathbb{E}\left|\bar{X}_{s, t}(\zeta)\right|^{2 p} \leq \mathbb{E}|\zeta|^{2 p} \mathrm{e}^{-\frac{p}{2}\left(\lambda_{1}-2(p-1) L_{\sigma}^{2}\right)(t-s)}+C
$$

Remark 6.15. Assume that $f$ and $\sigma$ satisfy $\left(\mathbf{A}_{f}\right)$ and $\left(\mathbf{A}_{\sigma}\right)$. Note that by [9, Lemma 5.10] one sees that for any $\widetilde{\mathbb{F}}:=(\widetilde{F}, \widetilde{\sigma}) \in \mathcal{H}(\mathbb{F}), \widetilde{F}$ and $\widetilde{\sigma}$ satisfy $\left(\mathbf{A}_{f}\right)$ and $\left(\mathbf{A}_{\sigma}\right)$ provided $\mathcal{H}(\mathbb{F})$ is compact.

Following a similar approach as in the proof of [8, Theorem 3.1], we establish the following lemma for the continuous dependence of solutions to (2.4) on initial values and coefficients. For convenience, we assume $\varepsilon=1$ in this lemma without loss of generality.
Lemma 6.16. Assume that $\xi^{n}, \xi \in \mathcal{L}^{2}\left(\Omega, \mathscr{F}_{s}, \mathbb{P} ; \mathbb{R}^{d_{1}+d_{2}}\right)$. For any $n \in \mathbb{N}$ let $V_{s, t}^{n}\left(\xi^{n}\right)$ satisfy

$$
V_{s, t}^{n}\left(\xi^{n}\right)=\xi^{n}+\int_{s}^{t} F^{n}\left(r, V_{s, r}^{n}\left(\xi^{n}\right)\right) \mathrm{d} r+\int_{s}^{t} G^{n}\left(r, V_{s, r}^{n}\left(\xi^{n}\right)\right) \mathrm{d} W_{r}, \quad t \geq s
$$

and $V_{s, t}(\xi)$ satisfy

$$
V_{s, t}(\xi)=\xi+\int_{s}^{t} F\left(r, V_{s, r}(\xi)\right) \mathrm{d} r+\int_{s}^{t} G\left(r, V_{s, r}(\xi)\right) \mathrm{d} W_{r}, \quad t \geq s
$$

Suppose that $F^{n}, G^{n}, F$ and $G$ satisfy $\left(\mathbf{H}_{y}^{1}\right)$, $\left(\mathbf{H}_{y}^{3}\right)$ and $\left(\mathbf{H}_{x}^{2}\right)-\left(\mathbf{H}_{x}^{5}\right)$. Furthermore, assume that $\lim _{n \rightarrow \infty} F^{n}(t, v)=F(t, v)$ and $\lim _{n \rightarrow \infty} G^{n}(t, v)=G(t, v)$ for all $t \in \mathbb{R}$ and $v \in \mathbb{R}^{d_{1}+d_{2}}$. If $\lim _{n \rightarrow \infty} d_{B L}\left(\mathscr{L}\left(\xi^{n}\right), \mathscr{L}(\xi)\right)=0$, then for any $t \geq s$

$$
\lim _{n \rightarrow \infty} \sup _{r \in[s, t]} d_{B L}\left(\mathscr{L}\left(V_{s, r}^{n}\left(\xi^{n}\right)\right), \mathscr{L}\left(V_{s, r}(\xi)\right)\right)=0
$$

Lemma 6.17. Suppose that $\left(\mathbf{H}_{y}^{1}\right)$, $\left(\mathbf{H}_{y}^{3}\right)$ and $\left(\mathbf{H}_{x}^{2}\right)-\left(\mathbf{H}_{x}^{5}\right)$ hold. If $g \in C_{b}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$, then for any $0<\varepsilon \leq 1,\left(\sigma, P_{\varepsilon}^{*}\right)$ is a skew product flow on the phase space $\left(\mathscr{P}_{2, \theta}\left(\mathbb{R}^{d_{1}+d_{2}}\right), d_{B L}\right)$ with base space $\mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$, where $\sigma: \mathbb{R}_{+} \times \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right) \rightarrow \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$ is defined by $\sigma_{t}\left(\widetilde{\mathbb{F}}_{\varepsilon}\right):=\widetilde{\mathbb{F}}_{\varepsilon}(t+\cdot, \cdot)$ for all $\left(t, \widetilde{\mathbb{F}}_{\varepsilon}\right) \in \mathbb{R}_{+} \times \mathcal{H}\left(\widetilde{\mathbb{F}}_{\varepsilon}\right)$.

Proof. By Remark 2.7 and Lemma 6.12, one sees that

$$
P_{\varepsilon}^{*}\left(t, \widetilde{\mathbb{F}}_{\varepsilon}, \cdot\right): \mathscr{P}_{2, \theta}\left(\mathbb{R}^{d_{1}+d_{2}}\right) \rightarrow \mathscr{P}_{2, \theta}\left(\mathbb{R}^{d_{1}+d_{2}}\right)
$$

for any $t \geq 0, \widetilde{\mathbb{F}}_{\varepsilon} \in \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$ and $0<\varepsilon \leq \varepsilon_{0}$. Employing Lemma 6.16 , the uniqueness in law of the solutions to (2.4) follows, which completes the proof.

With the help of the aforementioned results, we are now in a position to prove Theorem 2.8.
Proof of Theorem 2.8. (i) For any $R>0$ and $r \geq 1$, define

$$
\begin{aligned}
& \mathcal{D}_{R}^{1, r}:=\left\{\mu \in \mathscr{P}_{r}\left(\mathbb{R}^{d_{1}}\right): \int_{\mathbb{R}^{d_{1}}}|x|^{r} \mu(\mathrm{~d} x) \leq R\right\}, \\
& \mathcal{D}_{R}^{2, r}:=\left\{\mu \in \mathscr{P}_{r}\left(\mathbb{R}^{d_{2}}\right): \int_{\mathbb{R}^{d_{2}}}|y|^{r} \mu(\mathrm{~d} y) \leq R\right\} .
\end{aligned}
$$

Set $\varpi_{1}:=\lambda_{1}^{-1}\left(K_{5}(2 \varpi(\theta / 2)+1)+K_{4}\right)+1$ and $\varpi_{2}:=\varpi(\theta / 2)+1$. Let $\varpi:=\varpi_{1}+\varpi_{2}$. Define

$$
\begin{equation*}
B:=\overline{\left\{m \in \mathscr{P}_{2, \theta}\left(\mathbb{R}^{d_{1}+d_{2}}\right): \int_{\mathbb{R}^{d_{1}+d_{2}}}|z|^{2} m(\mathrm{~d} z) \leq \varpi, m \circ \pi_{1}^{-1} \in \mathcal{D}_{\varpi_{1}}^{1,2}, m \circ \pi_{2}^{-1} \in \mathcal{D}_{\varpi_{2}}^{2, \theta}\right\}} \tag{6.3}
\end{equation*}
$$

It can be verified that $B$ is compact. By Lemma 6.12 , one sees that $B \subset \mathscr{P}_{2, \theta}\left(\mathbb{R}^{d_{1}+d_{2}}\right)$ is a pullback absorbing set such that $P_{\varepsilon}^{*}\left(t, \widetilde{\mathbb{F}}_{\varepsilon}, B\right) \subset B$ for all $t \geq 0$ and $\widetilde{\mathbb{F}}_{\varepsilon} \in \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$. It follows from Lemma 6.11 that $\left(\sigma, P_{\varepsilon}^{*}\right)$ has a pullback attractor $\mathscr{A}^{\varepsilon}$ with component subsets

$$
\mathscr{A}_{\mathbb{\mathbb { F }}_{\varepsilon}}:=\bigcap_{\tau \geq 0} \overline{\bigcup_{t \geq \tau} P_{\varepsilon}^{*}\left(t, \sigma_{-t}\left(\widetilde{\mathbb{F}}_{\varepsilon}\right), B\right)} \subset B, \quad \widetilde{\mathbb{F}}_{\varepsilon} \in \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)
$$

(ii) Let

$$
B_{1}:=\overline{\left\{\mu \in \mathscr{P}_{2}\left(\mathbb{R}^{d_{1}}\right): \int_{\mathbb{R}^{d_{1}}}|x|^{2} \mu(\mathrm{~d} x) \leq K_{8} \lambda_{1}^{-1}+1\right\}}
$$

Employing Lemma 6.14, we show that $B_{1}$ is a positively invariant and absorbing set. Thanks to Lemma 6.9, $\bar{P}^{*}$ admits a global attractor $\overline{\mathcal{A}}$, defined by

$$
\overline{\mathcal{A}}:=\bigcap_{t \geq 0} \bar{P}^{*}\left(t, B_{1}\right) .
$$

(iii) For any $\delta>0$ and bounded subset $D \subset \mathscr{P}_{2}\left(\mathbb{R}^{d_{1}}\right)$, since $\overline{\mathcal{A}}$ is the attractor of $\bar{P}^{*}$, there exists a $T>0$ such that for all $t \geq T$

$$
\begin{equation*}
\bar{P}^{*}(t, D) \subset \mathcal{O}_{\delta / 2}(\overline{\mathcal{A}}) \tag{6.4}
\end{equation*}
$$

In view of (4.17), we have

$$
\begin{equation*}
\sup _{0 \leq t \leq 2 T} d\left(\Pi_{1} P_{\varepsilon}^{*}\left(t, \widetilde{\mathbb{F}}_{\varepsilon}, m\right), \bar{P}^{*}\left(t, m \circ \pi_{1}^{-1}\right)\right)<\eta(T, B)(\varepsilon) \tag{6.5}
\end{equation*}
$$

for all $m \in B$ and $\widetilde{\mathbb{F}}_{\varepsilon} \in \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$. And there exists $\varepsilon_{0}>0$ such that $\eta(T, D)(\varepsilon)<\delta / 2$ for all $0<\varepsilon \leq \varepsilon_{0}$.

It follows from (6.4) and (6.5) that

$$
\bigcup_{\widetilde{\mathbb{F}}_{\varepsilon} \in \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)} \Pi_{1} P_{\varepsilon}^{*}\left(t, \widetilde{\mathbb{F}}_{\varepsilon}, B\right) \subset \mathcal{O}_{\delta}(\overline{\mathcal{A}})
$$

for all $T \leq t \leq 2 T$. Taking some $t_{0} \in[T, 2 T]$, then we have

$$
\bigcup_{\widetilde{\mathbb{F}}_{\varepsilon} \in \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)} P_{\varepsilon}^{*}\left(t_{0}, \sigma_{-t_{0}}\left(\widetilde{\mathbb{F}}_{\varepsilon}\right), B\right) \subset \mathcal{O}_{\delta}(\overline{\mathcal{A}})
$$

It follows from the $P_{\varepsilon}^{*}$-invariance that $P_{\varepsilon}^{*}\left(t_{0}, \sigma_{-t_{0}}\left(\widetilde{\mathbb{F}}_{\varepsilon}\right), \mathscr{A}_{\sigma_{-t_{0}}}\left(\widetilde{\mathbb{F}}_{\varepsilon}\right)\right)=\mathscr{A}_{\mathbb{\mathbb { F }}_{\varepsilon}}$, which implies that for all $0<\varepsilon \leq \varepsilon_{0}$ and $\widetilde{\mathbb{F}}_{\varepsilon} \in \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$

$$
\mathscr{A}_{\widetilde{\mathbb{F}}_{\varepsilon}} \subset \mathcal{O}_{\delta}(\overline{\mathcal{A}})
$$

because $\mathscr{A}_{\sigma_{-t_{0}}\left(\widetilde{\mathbb{F}}_{\varepsilon}\right)} \subset B$.
6.3. Proof of Theorem 2.12. In this subsection, we will give the proof of the second Bogolyubov theorem. To this end, we shall show the uniqueness and existence of bounded solutions to (1.3). We say that the solution $V_{t}^{\varepsilon}:=\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right), t \in \mathbb{R}$, of (1.3) is $\mathcal{L}^{2 p}\left(\Omega, \mathbb{P} ; \mathbb{R}^{d_{1}+d_{2}}\right)$-bounded if $\sup _{t \in \mathbb{R}} \mathbb{E}\left|V_{t}^{\varepsilon}\right|^{2 p}<\infty$.
Proposition 6.18. Assume that $B(x, y) \equiv B(y)$ for all $(x, y) \in \mathbb{R}^{d_{1}+d_{2}}$ and $\beta \leq \alpha$. Furthermore, suppose that $\left(\mathbf{H}_{y}^{1}\right),\left(\mathbf{H}_{y}^{3}\right),\left(\mathbf{H}_{y}^{6}\right)$ and $\left(\mathbf{H}_{x}^{2}\right)-\left(\mathbf{H}_{x}^{6}\right)$ hold. If $\beta=\alpha$ and $\lambda_{1}>\frac{L_{b}^{2}}{\eta}$, then there exists $\varepsilon_{0}>0$ such that for all $0<\varepsilon \leq \varepsilon_{0}$

$$
\begin{equation*}
\mathbb{E}\left|V_{s, t}^{\varepsilon}\left(\xi_{1}\right)-V_{s, t}^{\varepsilon}\left(\xi_{2}\right)\right|^{2} \leq \mathbb{E}\left|\xi_{1}-\xi_{2}\right|^{2} \exp \left(-\left(\frac{\lambda_{1}}{2}-\frac{L_{b}^{2}}{2 \eta}\right)(t-s)\right) \tag{6.6}
\end{equation*}
$$

If $\beta<\alpha$ then there exists $\varepsilon_{0}>0$ such that for all $0<\varepsilon \leq \varepsilon_{0}$

$$
\begin{equation*}
\mathbb{E}\left|V_{s, t}^{\varepsilon}\left(\xi_{1}\right)-V_{s, t}^{\varepsilon}\left(\xi_{2}\right)\right|^{2} \leq \mathbb{E}\left|\xi_{1}-\xi_{2}\right|^{2} \exp \left(-\frac{\lambda_{1}}{2}(t-s)\right) \tag{6.7}
\end{equation*}
$$

Moreover, for any $0<\varepsilon \leq \varepsilon_{0}$ there exists a unique solution $V_{t}^{\varepsilon}, t \in \mathbb{R}$, to (1.3) such that

$$
\sup _{t \in \mathbb{R}} \mathbb{E}\left|V_{t}^{\varepsilon}\right|^{2 p}<\infty
$$

where $1 \leq p<\frac{\lambda_{1}}{2 L_{\sigma}^{2}}+1$.
Proof. In view of Itô's formula, we have

$$
\begin{align*}
& \mathbb{E}\left|V_{s, t}^{\varepsilon}\left(\xi_{1}\right)-V_{s, t}^{\varepsilon}\left(\xi_{2}\right)\right|^{2} \\
& =\mathbb{E}\left|\xi_{1}-\xi_{2}\right|^{2}+\mathbb{E} \int_{s}^{t}\left(2\left\langle F_{\varepsilon}\left(\tau, V_{s, \tau}^{\varepsilon}\left(\xi_{1}\right)\right)-F_{\varepsilon}\left(\tau, V_{s, \tau}^{\varepsilon}\left(\xi_{2}\right)\right), V_{s, \tau}^{\varepsilon}\left(\xi_{1}\right)-V_{s, \tau}^{\varepsilon}\left(\xi_{2}\right)\right\rangle\right.  \tag{6.8}\\
& \left.\quad+\left|G_{\varepsilon}\left(\tau, V_{s, \tau}^{\varepsilon}\left(\xi_{1}\right)\right)-G_{\varepsilon}\left(\tau, V_{s, \tau}^{\varepsilon}\left(\xi_{2}\right)\right)\right|_{H S}^{2}\right) \mathrm{d} \tau
\end{align*}
$$

By $\left(\mathbf{H}_{x}^{3}\right),\left(\mathbf{H}_{x}^{6}\right)$ and $\left(\mathbf{H}_{y}^{6}\right)$, for all $t \in \mathbb{R}$ and $v_{1}:=\left(x_{1}, y_{1}\right)^{T}, v_{2}:=\left(x_{2}, y_{2}\right)^{T} \in \mathbb{R}^{d_{1}+d_{2}}$ we have

$$
\begin{align*}
& 2\langle \left.F_{\varepsilon}\left(t, v_{1}\right)-F_{\varepsilon}\left(t, v_{2}\right), v_{1}-v_{2}\right\rangle+\left|G_{\varepsilon}\left(t, v_{1}\right)-G_{\varepsilon}\left(t, v_{2}\right)\right|_{H S}^{2} \\
&= 2\left\langle f_{\varepsilon}\left(t, x_{1}, y_{1}\right)-f_{\varepsilon}\left(t, x_{2}, y_{2}\right), x_{1}-x_{2}\right\rangle+\left|\sigma_{\varepsilon}\left(t, x_{1}\right)-\sigma_{\varepsilon}\left(t, x_{2}\right)\right|_{H S}^{2} \\
& \quad+\varepsilon^{-2 \alpha} 2\left\langle B\left(y_{1}\right)-B\left(y_{2}\right), y_{1}-y_{2}\right\rangle+\varepsilon^{-2 \alpha}\left|g\left(y_{1}\right)-g\left(y_{2}\right)\right|_{H S}^{2}  \tag{6.9}\\
&+\varepsilon^{-\beta} 2\left\langle b\left(x_{1}, y_{1}\right)-b\left(x_{2}, y_{2}\right), y_{1}-y_{2}\right\rangle \\
& \leq-\lambda_{1}\left|x_{1}-x_{2}\right|^{2}+\lambda_{2}\left|y_{1}-y_{2}\right|^{2}-\varepsilon^{-2 \alpha} \eta\left|y_{1}-y_{2}\right|^{2} \\
&+\varepsilon^{-\beta} 2 L_{b}\left(\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right|\right)\left|y_{1}-y_{2}\right| .
\end{align*}
$$

If $\beta=\alpha$ and $\lambda_{1}>L_{b}^{2} / \eta$, then it follows from (6.9) and Young's inequality that there exists a constant $\varepsilon_{0}>0$ such that for all $0<\varepsilon \leq \varepsilon_{0}$

$$
\begin{aligned}
& 2\left\langle F_{\varepsilon}\left(t, v_{1}\right)-F_{\varepsilon}\left(t, v_{2}\right), v_{1}-v_{2}\right\rangle+\left|G_{\varepsilon}\left(t, v_{1}\right)-G_{\varepsilon}\left(t, v_{2}\right)\right|_{H S}^{2} \\
& \leq \\
& \quad-\left(\frac{\lambda_{1}}{2}-\frac{L_{b}^{2}}{2 \eta}\right)\left|x_{1}-x_{2}\right|^{2} \\
& \quad-\varepsilon^{-2 \alpha}\left(\eta\left(1-\frac{2 L_{b}^{2}}{\lambda_{1} \eta+L_{b}^{2}}\right)-\varepsilon^{2 \alpha} \lambda_{2}-\varepsilon^{2 \alpha-\beta} 2 L_{b}\right)\left|y_{1}-y_{2}\right|^{2} \\
& \leq \\
& \leq-\left(\frac{\lambda_{1}}{2}-\frac{L_{b}^{2}}{2 \eta}\right)\left|v_{1}-v_{2}\right|^{2}
\end{aligned}
$$

which by (6.8) and Gronwall's inequality implies that

$$
\mathbb{E}\left|V_{s, t}^{\varepsilon}\left(\xi_{1}\right)-V_{s, t}^{\varepsilon}\left(\xi_{2}\right)\right|^{2} \leq \mathbb{E}\left|\xi_{1}-\xi_{2}\right|^{2} \exp \left(-\left(\frac{\lambda_{1}}{2}-\frac{L_{b}^{2}}{2 \eta}\right)(t-s)\right)
$$

If $\beta<\alpha$ then based on (6.9) and Young's inequality there exists $\varepsilon_{0}>0$ such that for all $0<\varepsilon \leq \varepsilon_{0}$

$$
\begin{aligned}
& 2\left\langle F_{\varepsilon}\left(t, v_{1}\right)-F_{\varepsilon}\left(t, v_{2}\right), v_{1}-v_{2}\right\rangle+\left|G_{\varepsilon}\left(t, v_{1}\right)-G_{\varepsilon}\left(t, v_{2}\right)\right|_{H S}^{2} \\
& \leq-\frac{\lambda_{1}}{2}\left|x_{1}-x_{2}\right|^{2}-\left(\varepsilon^{-2 \alpha} \eta-\varepsilon^{-2 \beta} \frac{2 L_{b}^{2}}{\lambda_{1}}-\varepsilon^{-\beta} 2 L_{b}-\lambda_{2}\right)\left|y_{1}-y_{2}\right|^{2} \leq-\frac{\lambda_{1}}{2}\left|v_{1}-v_{2}\right|^{2}
\end{aligned}
$$

which by (6.8) and Gronwall's inequality implies that

$$
\mathbb{E}\left|V_{s, t}^{\varepsilon, 1}\left(\xi_{1}\right)-V_{s, t}^{\varepsilon, 2}\left(\xi_{2}\right)\right|^{2} \leq \mathbb{E}\left|\xi_{1}-\xi_{2}\right|^{2} \exp \left(-\frac{\lambda_{1}}{2}(t-s)\right)
$$

For any $n \in \mathbb{N}$, let $V_{-n, t}^{\varepsilon}(0):=\left(X_{-n, t}^{\varepsilon}(0), Y_{-n, t}^{\varepsilon}(0)\right), t \geq-n$, be the solution to (1.3). Thanks to (6.6), (6.7) and the classical pullback absorbing method (see e.g. [9, Theorem 3.6] for more details), there exists a $\mathcal{L}^{2}\left(\Omega, \mathbb{P} ; \mathbb{R}^{d_{1}+d_{2}}\right)$-bounded solution $V_{t}^{\varepsilon}:=\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right), t \in \mathbb{R}$, of (1.3), which is the limit of $V_{t}^{\varepsilon}(-n, 0)$ in $\mathcal{L}^{2}\left(\Omega, \mathbb{P} ; \mathbb{R}^{d_{1}+d_{2}}\right)$ as $n \rightarrow \infty$. Moreover, by (6.2) and (6.1), one sees that $\sup _{t \in \mathbb{R}} \mathbb{E}\left|V_{t}^{\varepsilon}\right|^{2 p} \leq \infty$, where $1 \leq p<\frac{\lambda_{1}}{2 L_{\sigma}^{2}}+1$.

Remark 6.19. Note that Proposition 6.18 implies that the bounded solution of (1.3) is globally asymptotically stable in the square-mean sense.

Now we can show that the bounded solution inherits the quasi-periodic property of the coefficients, and establish the second Bogolyubov theorem.

Proof of Theorem 2.12. Similar to the proof of Theorem 3.14 in [9], we show that if $f$ and $g$ are quasi-periodic then for any $0<\varepsilon \leq \varepsilon_{0}, V_{t}^{\varepsilon}, t \in \mathbb{R}$, is quasi-periodic in distribution.

Note that it can be verified that for all $x_{1}, x_{2} \in \mathbb{R}^{d_{1}}$

$$
2\left\langle\bar{f}\left(x_{1}\right)-\bar{f}\left(x_{2}\right), x_{1}-x_{2}\right\rangle+\left|\bar{\sigma}\left(x_{1}\right)-\bar{\sigma}\left(x_{2}\right)\right| \leq-\lambda_{1}\left|x_{1}-x_{2}\right|^{2}
$$

which implies that the global attractor $\overline{\mathscr{A}}$ of $\bar{P}^{*}$ is a singleton set and

$$
\begin{equation*}
\overline{\mathscr{A}}=\left\{\mathscr{L}\left(\bar{X}_{t}\right)\right\} \tag{6.10}
\end{equation*}
$$

where $\bar{X}_{t}, t \in \mathbb{R}$ is the stationary solution to (1.4).
For any $\widetilde{\mathbb{F}}_{\varepsilon} \in \mathcal{H}\left(\mathbb{F}_{\varepsilon}\right)$ define

$$
\mathfrak{B}_{\widetilde{\mathbb{F}}_{\varepsilon}}:=\left\{\mathscr{L}\left(V_{t}^{\widetilde{\mathbb{F}}_{\varepsilon}}\right): t \in \mathbb{R}\right\}
$$

where $V_{t}^{\widetilde{\mathbb{F}}_{\varepsilon}}$ is the bounded solution to (1.3) with $\widetilde{\mathbb{F}}_{\varepsilon}$ replacing $\mathbb{F}_{\varepsilon}$. Note that

$$
P_{\varepsilon}^{*}\left(t, \sigma_{-t} \mathbb{F}_{\varepsilon}, \mathfrak{B}_{\sigma_{-t} \mathbb{F}_{\varepsilon}}\right)=\mathfrak{B}_{\mathbb{F}_{\varepsilon}}
$$

and $\mathfrak{B}_{\sigma_{-t} \mathbb{F}_{\varepsilon}} \subset B$, where is $B$ defined by (6.3). Then we have

$$
\mathfrak{B}_{\mathbb{F}_{\varepsilon}} \subset \cap_{\tau \geq 0} \overline{\cup_{t \geq \tau} P_{\varepsilon}^{*}\left(t, \sigma_{-t} \mathbb{F}, \mathfrak{B}_{\sigma_{-t} \mathbb{F}_{\varepsilon}}\right)} \subset \cap_{\tau \geq 0} \overline{\cup_{t \geq \tau} P_{\varepsilon}^{*}\left(t, \sigma_{-t} \mathbb{F}, B\right)}=\mathscr{A}_{\mathbb{F}_{\varepsilon}}
$$

which by (6.10) and Theorem 2.8 implies that

$$
\lim _{\varepsilon \rightarrow 0} \sup _{t \in \mathbb{R}} d_{B L}\left(\mathscr{L}\left(X_{t}^{\varepsilon}\right), \mathscr{L}\left(\bar{X}_{t}\right)\right)=0
$$

## Appendix A.

In this section, we will show the existence and uniqueness of solutions to (1.3).
Lemma A.1. Suppose that $\left(\mathbf{H}_{y}^{1}\right)$, $\left(\mathbf{H}_{y}^{3}\right)$ and $\left(\mathbf{H}_{x}^{1}\right)-\left(\mathbf{H}_{x}^{3}\right)$ hold. Then for any $(x, y) \in \mathbb{R}^{d_{1}+d_{2}}$ there exists a unique solution $\left(X_{t}^{\varepsilon}(x), Y_{t}^{\varepsilon}(y)\right)$ to (1.3) provided $0<\varepsilon \leq \sqrt[2 \alpha]{\eta^{\prime} / K_{5}} \wedge 1$.

Proof. Let $v:=(x, y)^{T}$,

$$
F_{\varepsilon}(t, v):=\left(f_{\varepsilon}(t, x, y), \varepsilon^{-2 \alpha} B(x, y)+\varepsilon^{-\beta} b(x, y)\right)^{T}, \quad G_{\varepsilon}(t, v):=\left(\sigma_{\varepsilon}(t, x), \varepsilon^{-\alpha} g(x, y)\right)^{T}
$$

and $W:=\left(W^{1}, W^{2}\right)^{T}$. Then equation (1.3) can be written as

$$
\mathrm{d} V_{t}^{\varepsilon}=F_{\varepsilon}\left(t, V_{t}^{\varepsilon}\right) \mathrm{d} t+G_{\varepsilon}\left(t, V_{t}^{\varepsilon}\right) \mathrm{d} W_{t}
$$

Note that by $\left(\mathbf{H}_{x}^{1}\right)$ and $\left(\mathbf{H}_{y}^{1}\right)$, we have for any $t \in \mathbb{R}$ and $v:=(x, y) \in \mathbb{R}^{d_{1}+d_{2}}$

$$
\begin{aligned}
& 2\left\langle F_{\varepsilon}(t, v), v\right\rangle+\left|G_{\varepsilon}(t, v)\right|_{H S}^{2} \\
& =2\left\langle f_{\varepsilon}(t, x, y), x\right\rangle+\left|\sigma_{\varepsilon}(t, x)\right|_{H S}^{2}+\varepsilon^{-2 \alpha}\left(2\langle B(x, y), y\rangle+|g(x, y)|_{H S}^{2}\right)+\varepsilon^{-\beta} 2\langle b(x, y), y\rangle \\
& \leq K_{4}|x|^{2}+\left(-\varepsilon^{-2 \alpha} \eta+\varepsilon^{-\beta} \widetilde{\eta}\right)|y|^{2}+\left(K_{5}-\varepsilon^{-2 \alpha} \eta^{\prime}\right)|y|^{\theta}+K_{4}+\left(\varepsilon^{-2 \alpha}+\varepsilon^{-\beta}\right) K_{1} .
\end{aligned}
$$

If $\theta=2$ or $K_{5}=0$, then for all $0<\varepsilon \leq 1$

$$
2\left\langle F_{\varepsilon}(t, v), v\right\rangle+\left|G_{\varepsilon}(t, v)\right|_{H S}^{2} \leq C_{K_{4}, \varepsilon}|v|^{2}+C_{\varepsilon, K_{1}, K_{4}}, \forall(t, v) \in \mathbb{R}^{1+d_{1}+d_{2}}
$$

Otherwise, for all $0<\varepsilon \leq \sqrt[2 \alpha]{\eta^{\prime} / K_{5}}$

$$
2\left\langle F_{\varepsilon}(t, v), v\right\rangle+\left|G_{\varepsilon}(t, v)\right|_{H S}^{2} \leq K_{4}|v|^{2}+C_{\varepsilon, K_{1}, K_{4}}, \forall(t, v) \in \mathbb{R}^{1+d_{1}+d_{2}}
$$

By $\left(\mathbf{H}_{x}^{2}\right),\left(\mathbf{H}_{x}^{3}\right)$ and $\left(\mathbf{H}_{y}^{3}\right)$, one sees that

$$
\begin{aligned}
2\langle & \left.\left.F_{\varepsilon}\left(t, v_{1}\right)-F_{\varepsilon}\left(t, v_{2}\right), v_{1}-v_{2}\right)\right\rangle+\left|G_{\varepsilon}\left(t, v_{1}\right)-G_{\varepsilon}\left(t, v_{2}\right)\right|_{H S}^{2} \\
= & 2\left\langle f_{\varepsilon}\left(t, x_{1}, y_{1}\right)-f_{\varepsilon}\left(t, x_{2}, y_{2}\right), x_{1}-x_{2}\right\rangle+\left|\sigma_{\varepsilon}\left(t, x_{1}\right)-\sigma_{\varepsilon}\left(t, x_{2}\right)\right|_{H S}^{2} \\
& +\varepsilon^{-2 \alpha} 2\left\langle B\left(x_{1}, y_{1}\right)-B\left(x_{2}, y_{2}\right), y_{1}-y_{2}\right\rangle+\varepsilon^{-2 \alpha} 2\left|g\left(x_{1}, y_{1}\right)-g\left(x_{2}, y_{2}\right)\right|_{H S}^{2} \\
& +\varepsilon^{-\beta} 2\left\langle b\left(x_{1}, y_{1}\right)-b\left(x_{2}, y_{2}\right), y_{1}-y_{2}\right\rangle \\
\leq & 2\left|f_{\varepsilon}\left(t, x_{1}, y_{1}\right)-f_{\varepsilon}\left(t, x_{2}, y_{2}\right)\right|\left|x_{1}-x_{2}\right|+L_{\sigma}^{2}\left|x_{1}-x_{2}\right|^{2} \\
& +\varepsilon^{-2 \alpha} 2\left\langle B\left(x_{1}, y_{1}\right)-B\left(x_{1}, y_{2}\right), y_{1}-y_{2}\right\rangle+\varepsilon^{-2 \alpha} 2\left(L_{g}\left|x_{1}-x_{2}\right|+L_{g}\left|y_{1}-y_{2}\right|\right)^{2} \\
& +\varepsilon^{-2 \alpha} 2\left|B\left(x_{1}, y_{2}\right)-B\left(x_{2}, y_{2}\right)\right|\left|y_{1}-y_{2}\right|+\varepsilon^{-\beta} 2\left|b\left(x_{1}, y_{1}\right)-b\left(x_{2}, y_{2}\right)\right|\left|y_{1}-y_{2}\right| \\
\leq & 2 K_{7}\left(1+\left|x_{1}\right|^{\theta_{1}}+\left|x_{2}\right|^{\theta_{1}}+\left|y_{1}\right|^{\theta_{2}}+\left|y_{2}\right|^{\theta_{2}}\right)\left(\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right|\right)\left|x_{1}-x_{2}\right|+L_{\sigma}^{2}\left|x_{1}-x_{2}\right|^{2} \\
& -\varepsilon^{-2 \alpha} \eta\left|y_{1}-y_{2}\right|^{2}-\varepsilon^{-2 \alpha} \eta^{\prime}\left|y_{1}-y_{2}\right|^{\theta}+\varepsilon^{-2 \alpha} 4 L_{g}^{2}\left(\left|x_{1}-x_{2}\right|^{2}+\left|y_{1}-y_{2}\right|^{2}\right) \\
& +2 \varepsilon^{-2 \alpha} K_{3}\left(1+\left|y_{2}\right|^{\kappa_{2}}\right)\left|x_{1}-x_{2}\right|\left|y_{1}-y_{2}\right| \\
& +2 \varepsilon^{-\beta} K_{4}\left(1+\left|x_{1}\right|^{\kappa_{1}}+\left|x_{2}\right|^{\kappa_{1}}+\left|y_{1}\right|^{\kappa_{2}}+\left|y_{2}\right|^{\kappa_{2}}\right)\left(\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right|\right)\left|y_{1}-y_{2}\right| \\
\leq & C_{K_{4}, K_{7}, L_{\sigma}, L_{g}, \varepsilon}\left(1+\left|x_{1}\right|^{2 \theta_{1} \vee 2 \kappa_{1}}+\left|x_{2}\right|^{2 \theta_{1} \vee 2 \kappa_{1}}+\left|y_{1}\right|^{2 \theta_{2} \vee 2 \kappa_{2}}+\left|y_{2}\right|^{2 \theta_{2} \vee 2 \kappa_{2}}\right)\left|x_{1}-x_{2}\right|^{2} \\
& +C_{K_{4}, K_{7}, L_{\sigma}, L_{g}, \varepsilon, \tilde{\eta}}\left(1+\left|x_{1}\right|^{2 \theta_{2} \vee 2 \kappa_{2}}+\left|x_{2}\right|^{2 \theta_{2} \vee 2 \kappa_{2}}+\left|y_{1}\right|^{2 \theta_{2} \vee 2 \kappa_{2}}+\left|y_{2}\right|^{2 \theta_{2} \vee 2 \kappa_{2}}\right)\left|y_{1}-y_{2}\right|^{2}
\end{aligned}
$$

for any $t \in \mathbb{R}$ and $v_{1}:=\left(x_{1}, y_{1}\right), v_{2}:=\left(x_{2}, y_{2}\right) \in \mathbb{R}^{d_{1}+d_{2}}$. Therefore, it follows from [35, Theorem 3.1.1] that for any $(x, y) \in \mathbb{R}^{d_{1}+d_{2}}$ there exists a unique solution $\left(X_{t}^{\varepsilon}(x), Y_{t}^{\varepsilon}(y)\right)$ to (1.3) for all $0<\varepsilon \leq \sqrt[2 \alpha]{\eta^{\prime} / K_{5}} \wedge 1$.
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