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Large N limit and 1/N expansion of invariant observables in

O(N) linear σ-model via SPDE

HAO SHEN, RONGCHAN ZHU, AND XIANGCHAN ZHU

Abstract. In this paper, we continue the study of largeN problems for the Wick renormalized linear
sigma model, i.e. N-component Φ4 model, in two spatial dimensions, using stochastic quantization
methods and Dyson–Schwinger equations. We identify the large N limiting law of a collection of
Wick renormalized O(N) invariant observables. In particular, under a suitable scaling, the quadratic
observables converge in the large N limit to a mean-zero (singular) Gaussian field denoted by Q with
an explicit covariance; and the observables which are renormalized powers of order 2n converge in
the large N limit to suitably renormalized n-th powers of Q. The quartic interaction term of the
model has no effect on the large N limit of the field, but has nontrivial contributions to the limiting
law of the observables, and the renormalization of the n-th powers of Q in the limit has an interesting
finite shift from the standard one.

Furthermore, we derive the 1/N asymtotic expansion for the k-point functions of the quadratic
observables by employing graph representations and analyzing the order of each graph from Dyson–
Schwinger equations. Finally, turning to the stationary solutions to the stochastic quantization
equations, with the Ornstein–Uhlenbeck process being the large N limit, we derive here its next
order correction in stationarity, as described by an SPDE with the right-hand side having explicit
marginal law which involves the above field Q.

Contents

1. Introduction 1

2. Uniform estimates from SPDEs 7

3. Integration by parts and recursive formula 13

4. Large N limits of observables 19

5. 1/N expansion of the k-points functions of 1√
N

:Φ2 : 29

6. Next order stationary dynamic 41

Appendix A. Besov spaces 47

References 51

1. Introduction

The O(N) linear σ-model is the first paradigm for studying large N problems in quantum field
theory (QFT) with N interacting fields. The model was first introduced and studied by Wilson
[Wil73] and Coleman–Jackiw–Politzer [CJP74], which is an N -component generalization of the Φ4

d

model, given by the (formal) measure

dνN (Φ)
def

=
1

CN
exp

(
− 1

2

∫

Td

N∑

j=1

|∇Φj |2 +
m

2

N∑

j=1

Φ2
j +

1

4N

( N∑

j=1

Φ2
j

)2
dx

)
DΦ (1.1)
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over RN valued fields Φ = (Φ1,Φ2, ...,ΦN ) and CN is a normalization constant. We will consider the
case where the underlying space is a torus and d = 2 in this paper, where the interaction should be

Wick renormalized :
(∑N

j=1 Φ
2
j

)2
: for the measure to be rigorously defined. The model has an O(N)

symmetry which will play an important role throughout the paper: that is, the measure is invariant
under any rotation of the N components of Φ. In large N problems one aims to show properties of
the model as N → ∞.

For every fixed N ∈ N, the measure νN can be constructed rigorously as the unique invariant
measure of the following system of equations on the two-dimensional torus T2

LΦi = − 1

N

N∑

j=1

:Φ2
jΦi : +

√
2ξi, (1.2)

where L = ∂t − ∆ + m with m > 0, and i ∈ {1, · · · , N}. The collection (ξi)
N
i=1 consists of N

independent space-time white noises on a stochastic basis, i.e. (Ω,F ,P) with a filtration. The Wick
products will be precisely reviewed in Section 2.

The above connection between a quantum field theory (1.1) and a stochastic PDE (1.2) is the
well-known stochastic quantization. This connection brings novel techniques into the study of large N
problems in QFT, such as singular SPDE theories, PDE a priori (uniform) estimates, mean field limit
technique, etc. which were first developed in [SSZZ22] and [SZZ22]. We refer to [SSZZ22, Section 1]
for more discussion on the background, motivation, and previous results for large N problems in
quantum field theory. With these new techniques [SSZZ22] proved that the large N limit of νN is
given by the Gaussian free field, i.e. the k-marginal distribution of νN converges to the Gaussian field
ν⊗k with ν = N (0, (m−∆)−1). This result was also extended to 3D in [SZZ22]. This means that by

only observing the field Φi, one does not see any effect from the interaction term : 1
N

(∑N
j=1 Φ

2
j

)2
: in

the large N limit.

In this paper we proceed to study the large N behavior of the following observables, also known as
composite fields

1

Nn/2
:
( N∑

i=1

Φ2
i

)n
: , (1.3)

with n > 1, Φ = (Φi)16i6N ∼ νN for the invariant measure νN . The precise definitions of these
observables (in particular the Wick product) are given in (2.8)-(2.11) below. They are basic and
natural observables of the model since they are O(N) invariant. When n = 1, 2, · · · , we will call them
the “first observable”, “second observable”, etc. Remark that [Kup80] and [SSZZ22, Theorem 1.3]

derived explicit formulas for the large N limit of the two-point correlations of 1
N1/2

∑N
i=1 :Φ2

i : and

the expectations of 1
N :
(∑N

i=1 Φ
2
i

)2
: , which are shown to be different from those correlations when

Φi is replaced by the Gaussian field N (0, (m − ∆)−1); this already indicates that these observables
receive nontrivial corrections from the interaction term in the large N limit.

We obtain here the complete description of the limiting distributions of the observables (1.3) as
N → ∞, as stated in the following main theorem. It relies on deriving exact formulas for correlations
in the large N limit. The availability of such exact formulas is an example that such models have
exact solvability in the large N limit. Set

:(Φ2)n :
def

= :
( N∑

i=1

Φ2
i

)n
: .

Let Hs := Bs
2,2 for s ∈ R where Bs

2,2 is the Besov space which we review in the appendix.

Theorem 1.1. There exists m0 > 0 such that for m > m0, the following statements hold.
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(1) As N → ∞, the observables ( 1√
N

:Φ2 : )N converge in law in H−κ for any κ > 0 to a mean

zero Gaussian field Q with covariance G(x− y) determined by1

C2 ∗G+G = 2C2, (1.4)

where C = (m−∆)−1.
(2) As N → ∞, the observables ( 1

N :(Φ2)2 : )N converge in law in H−κ for any κ > 0 to the
random field

:Q2 :C
def
= lim

ε→0
(Q2

ε − 2C2
ε (0)) ,

where Qε = Q∗ ρε and Cε = C ∗ ρε with some mollifier ρε and the limit is understood in C−κ

P-a.s. for κ > 0.
(3) For n = (n1, . . . , nm) ∈ N

m,m ∈ N, as N → ∞,
{( 1

Nn1/2
:(Φ2)n1 : , · · · , 1

Nnm/2
:(Φ2)nm :

)}
N

converge jointly in law to

( :Qn1 :C , · · · , :Qnm :C)

in (H−κ)m for κ > 0 with

:Qn :C
def
= lim

ε→0
(2C2

ε (0))
n/2Hn((2C

2
ε (0))

−1/2Qε) n ∈ N. (1.5)

where the limit is understood in C−κ P-a.s. for κ > 0 and Hn is the Hermite polynomial
defined in (2.15).

We will prove the convergence of the above limit (1.5) in (4.14). These results can be derived
from Theorem 4.4 and Theorem 4.10. It is worth noting that part (3) is the most general case, while
choosing n = 1 and n = 2 recovers cases (1) and (2) respectively.

Theorem 1.1 reveals interesting structures of these O(N) invariant observables in the large N limit,
which we briefly explain. First of all, in part (1), 2C2 and G are both singular at the origin, but
we will show that their difference C2 ∗ G is smooth everywhere including the origin. We recall that

2C2(x − y) is the correlation for 1√
N

:
∑N

i=1 Z
2
i : where Zi ∼ N (0, (m − ∆)−1) are i.i.d. Gaussian

fields; so there is indeed a nontrivial (order one) interaction between the observables ( 1√
N

:Φ2 : )N

and the non-Gaussian term 1
N :(Φ2)2 : of the measure νN .

Also, one has :Q2 :C = :Q2 : − C2 ∗G(0), where :Q2 : is the mean-zero Wick product (formally
“renormalized by G(0)”) defined in Proposition 4.6. Consequently, part (2) is consistent with (but

much stronger than) the formula for limN→∞ E 1
N :
(∑N

i=1 Φ
2
i

)2
: obtained in [SSZZ22, Theorem 1.3].

Moreover, formally we can view 1
Nn/2 :(Φ2)n : as the “n-th power” of 1√

N
:Φ2 : , except that one

has to take into account suitable renormalization. To elaborate further, we present the following
formal calculations using Wiener chaos decomposition for the square of :Φ2 : (c.f. [Hai14, Lemma
10.3])

1

N
:(Φ2)2 : =

( 1√
N

:Φ2 :
)2

− 2C2(0)− 4C(0)
1

N
:Φ2 : → Q2 − 2C2(0),

where we pretend that (Φi) are independent Gaussian free fields, which is indeed the case in the
large N limit, and we use law of large numbers to formally deduce that the last term in the first
line vanishes. This observation suggests that the appropriate renormalization constant in the large N
limit should be given by 2C2(0) instead of G(0), i.e. The renormalization constant is still obtained by
substituting Φi with its large N limit the Gaussian free field Zi, while the correlation of the observable
is influenced by the nonlinear interaction. The general heuristic argument for any n ∈ N can be derived
through induction. For more detailed explanations, we refer to Section 4.2. However, it is important

1Compared to [SSZZ22] we have an extra factor 1

2
in front of |∇Φj |

2 here, and as a result we do not have an extra

factor 2 in (1.4).
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to note that the above calculation is purely formal, as we treat Φ as its large N limit, i.e., independent
Gaussian free fields, and apply Gaussian property. Additionally, it is worth mentioning that C2(0) is
infinite, which renders it nonsensical in the context of the aforementioned calculation.

We prove these results by combining uniform in N estimates from the stochastic quantization equa-
tions (1.2) and integration by parts formula (also called Dyson-Schwinger equations). This strategy
has been shown to be fruitful in studying large N problems in [SSZZ22, SZZ22], as well as pertur-
bation theory and small scale behavior of correlations in [SZZ21], and it will be further developed in
this paper.

More precisely, to establish these results, we start by improving uniform estimates for the H−κ

norm of 1
Nn/2 :(Φ2)n : for n ∈ N and κ > 0 using stochastic quantization equations (1.2) (as stated

in Proposition 2.5), where we also upgrade from the second moment bounds in [SSZZ22] to higher
moment bounds. These moment bounds play two crucial roles: First, they are important for proving
tightness of the observables in (1.3). The uniform estimates ensure that the observables remain
bounded as N tends to infinity, which is essential for studying their limiting behaviors. Second, these
estimates allow us to prove that the error terms from integration by parts formula converge to zero
as N approaches infinity.

Integration by parts (IBP for short) is another crucial component in our analysis. 2 By selecting
appropriate test functions, we can derive a set of recursive equations (as given in (3.16)) for the large
N limit of the k-point functions associated with the observables in (1.3). These recursive equations
provide a systematic way to compute the limiting behavior of these k-point functions as N becomes
large. In particular, we can identify the solutions of these recursive equations as the k-point functions of
:Qn :C . This allows us to understand the statistical properties and correlations among the observables
as N tends to infinity.

The above strategy, with extra effort, allows us to study more intricate properties of the model and
its observables. As the second objective of this paper we prove a 1/N asymptotic expansion for the
k-point correlations of 1√

N
:Φ2 : . This 1/N expansion provides valuable insights into the behavior

of the k-point correlations of these observables and helps us understand the leading and subleading
terms as N becomes large.

We define the k-point correlations. Denote Φε ∼ νNε with νNε being a lattice approximation to (1.1)
(see (3.1)). For k ∈ N we define the k-point correlation function for the observable 1√

N
:Φ2 : as

〈fN
k , ϕ〉 = lim

ε→0

∫
E
( k∏

i=1

Eε 1√
N

:Φ2
ε : (yi)

)
ϕ(y1, . . . , yk)

k∏

i=1

dyi. (1.6)

for every ϕ ∈ S(T2k), where Eε is the extension operator from discrete to continuum introduced in
(A.5). Our second main result is the following 1/N expansion of fN

k .

Theorem 1.2. Let m be as in Theorem 1.1. For any k > 1 and p > 1 we have the following
representation for the k-point correlation

fN
k =

p∑

n=0

1

Nn
F k,1
n +

1

Np+1
Rk,1

p+1, k ∈ 2N,

and

fN
k =

p∑

n=0

1

Nn+1/2
F k,2
n +

1

Np+3/2
Rk,2

p+1, k ∈ 2N− 1,

where F k,1
n , F k,2

n only depend on the Green’s function C = (m−∆)−1 and are independent of N , and

‖Rk,1
p+1‖(H−κ)k + ‖Rk,2

p+1‖(H−κ)k . 1,

2Dyson-Schwinger equations were also used by physicists to study large N problems, see [Sym77], on a formal level.
The aformentioned rigorous result in [Kup80, Section 3] used integration by parts twice, and in this paper we perform
IBP in a more recursive and systematic way, especially in the proof of Theorem 1.2 below.
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with the proportional constant independent of N .

Based on the results, we observe that the odd moments of 1√
N
Φ2 are of at least the order of 1√

N
,

which aligns with the formal expansion. The above bound on Rk,1
p+1, R

k,2
p+1 shows that the expansions

are asymptotic. We note that a 1/N expansion for the infinite volume pressure i.e. vacuum energy
was derived in [Kup80, Theorem 1]; the proof used a “dual” representation of the partition function
and tools such as chessboard estimates from constructive quantum field theory (see also [BR82] and
more recent paper [FGPSVT22] for 1/N expansion and Borel summability for Schwinger functions
via similar approach or loop vertex expansion). Here, in Theorem 1.2, we are considering the k-
point functions of the first observable for arbitrary k. Our approach combining the Dyson–Schwinger
equations with the stochastic quantization equations is new and powerful once all the a priori estimates
are available, and the method can be easily extended to obtain a 1/N expansion for the k-point
functions of more general observables.

Theorem 1.2 follows from Theorem 5.8 and Proposition 5.9. A more delicate analysis than that for
Theorem 1.1 is required for the k-point correlation functions. Instead of directly taking the limit as
N → ∞, we need to perform a more careful analysis.

Our strategy involves introducing a graphic representation for each term obtained from the in-
tegration by parts (IBP) procedure. This graphic representation allows us to visualize and analyze
the structure of the terms. To control these graphs, we apply a priori estimates based on uniform
estimates from stochastic quantization equations, similar to the approach used in [SZZ21].

However, the procedure becomes more complicated in our case because each error term is of order
1√
N
, and the approach in [SZZ21] would only provide a “1/

√
N expansion”. To obtain a 1/N expan-

sion, we need to analyze the structure of each term obtained from IBP, develop more useful recursions
in Section 3 and classify the terms into two categories, and iterate IBP in a way that depends on the
parity of occurrences of Φ2. See Section 5 for details.

In the third part of the paper we turn to questions about the dynamics. The earlier work [SSZZ22]
constructed stationary processes (Φi, Zi)16i6N such that Φi and Zi are stationary solutions to (1.2)
and the linear equations

LZi =
√
2ξi,

respectively. It was shown that with decomposition Φi = Yi+Zi one has E‖Yi‖2H1 . 1
N (see [SSZZ22,

Lemma 6.2] and also Lemma 2.1 below). Since the stationary distribution of Zi is given by the
Gaussian free field ν = N (0, (m − ∆)−1), a corollary of the above result is the convergence of k-
marginal distribution of νN to ν⊗k.

Given the above result, it is natural to ask what is the “next order correction” to the limiting
dynamic. In this paper we consider the large N limit behavior of the stationary process

√
N(Φi−Zi)

and obtain the following result.

Theorem 1.3. Let m be as in Theorem 1.1. For every k ∈ N, {(
√
N(Φ1−Z1), . . . ,

√
N(Φk −Zk))}N

is tight in (
L2
loc(R

+;Cκ) ∩ L2
loc(R

+;Hδ) ∩ C(R+;H−2κ)
)k
,

for some small κ > 0, 0 < δ < 1. Every tight limit ui is a stationary process and satisfies the following
equation

L ui = Pi (1.7)

in the analytic weak sense, where {P1, . . . ,Pk} is stationary process with the time marginal distribution
{X1Q, . . . , XkQ}. Here Xi, i = 1, . . . , k, and Q are independent, Xi =d Zi and Q is the Gaussian
field as in Theorem 1.1.

Theorem 1.3 follows from Theorem 6.1, Theorem 6.5 and Theorem 6.7. The key step of the proof
is to identify the joint distributions of Pi, which again follows from a combination of IBP and uniform
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estimates from stochastic quantization equations (1.2). By applying IBP and utilizing the uniform
estimates, we can analyze the correlations and dependencies among the Pi variables. This enables us
to identify the joint distributions of these variables.

Remark that it would be interesting to apply and extend our methodology to three spatial dimen-
sions. The work [SZZ22] proved the convergence of the coupled Φ4

3 field to the Gaussian free field
and the tightness of the first observable. However, the uniform estimates for the stochastic quanti-
zation equations in three dimensions as presented in [SZZ22], are currently insufficient to obtain the
statistical behavior as N → ∞ (e.g. extend results of the present paper to 3D). Further investigations
are required in this direction and will be very interesting. When N = 1, remarkable results have
been obtained recently for stochastic quantization of Φ4

3, including the construction of local solutions
[Hai14, GIP15, CC18], global solutions and estimates [MW17a, GH19, AK20, MW20, GH21, JP23],
as well as a priori bounds in fractional dimension d < 4 by [CMW19, GR23]. These new techniques
could potentially be helpful in improving the a priori bounds as required in the study of large N
problems in three dimensions.

As more far-reaching goals, it would be interesting to study large N problems beyond Φ4 type
models, for either invariant measures or observables or the associated stochastic dynamics. For
instance, the coupled KPZ systems [FH17], random loops in N dimensional manifolds [BGHZ22,
Hai16, RWZZ20, CWZZ21] and Yang-Mills type models [CCHS22a, CCHS22b, She21, Che22] where
the dimension of the Lie group or its representation space tends to infinity. In the last case, the
Yang–Mills measure in 2D is known to converge to a deterministic limit called the master field
[Lév17, DN20, DL22b, DL22a] which satisfies the Makeenko–Migdal equations; on lattice much more
results can be proved, see [Cha19, CJ16] and dynamic approach [SSZ22, SZZ23].

Structure of the paper. This paper is structured as follows. In Section 2, we obtain uniform in
N estimates for the stationary solutions to the equations (1.2). These estimates are essential for
subsequent analysis and provide the foundation for our results. Section 3 is dedicated to deriving
the recursive relation for the k-point functions of the observables through the integration by parts
(IBP) technique. This recursive relation allows us to study the correlations and dependencies among
the observables. In Section 4, we investigate the behavior of the observables in the large N limit.
Specifically, in Section 4.1, we prove that the large N limit of the first observable corresponds to
a Gaussian field Q. In Section 4.2, we establish that the general observables converge to suitably
renormalized powers of Q by solving the recursive equations obtained earlier. Section 5 is dedicated
to deriving the 1/N expansion for the k-point functions of the first observables. Finally, in Section 6,
we study the behavior of the fluctuations of the dynamics in the large N limit and prove Theorem 1.3.

Notations. Set N0
def

= N ∪ {0}. Throughout the paper, we use the notation a . b if there exists
a constant c > 0 such that a 6 cb, and we write a ≃ b if a . b and b . a. Let S ′(Td) and S(Td)
be the space of distributions and its dual on T

d with 〈·, ·〉 as the usual duality between S ′(Td) and
S(Td). We denote by Bα

p,q the Besov spaces on the torus with general indices α ∈ R, p, q ∈ [1,∞]. The
Hölder-Besov space Cα is given by Cα = Bα

∞,∞ and we will often write ‖ · ‖Cα instead of ‖ · ‖Bα
∞,∞

.

We refer to Appendix A for the definition of Besov spaces. Set Λ = (1−∆)
1
2 . For s > 0, p ∈ [1,+∞]

we use Hs
p to denote the subspace of Lp, consisting of all f which can be written in the form f = Λ−sg

with g ∈ Lp, and the Hs
p norm of f is defined to be the Lp norm of g, i.e. ‖f‖Hs

p
:= ‖Λsf‖Lp . For

s < 0, p ∈ (1,∞), Hs
p is the dual space of H−s

q with 1
p +

1
q = 1. Set Hs := Bs

2,2 for s ∈ R. We also use

Bα,ε
p,q , α ∈ R, p, q ∈ [1,∞] and Hs,ε, s ∈ R to denote discrete Besov sapces and discrete Sobolev spaces

on Λε
def

= εZ2 ∩ T
2. Their definitions are also given in Appendix A. We also denote by f̂ the Fourier

transform of f on T
2. Given a Banach space E with a norm ‖·‖E , for B ⊆ R we write C(B;E) for the

space of continuous functions from B to E. For p ∈ [1,∞] we write Lp([0, T ];E) = Lp
TE for the space

of Lp-integrable functions from [0, T ] to E, equipped with the usual Lp-norm. We also use Lp
loc(R;E)

to denote the space of functions f from R to E satisfying f |[0,T ] ∈ Lp((0, T );E) for all T > 0. We

also denote Lp = Lp(T2).



Large N limit and 1/N expansion of invariant observables in O(N) linear σ-model via SPDE 7

Acknowledgements. We would like to thank Scott Smith for helpful discussion on large N prob-
lems. H.S. gratefully acknowledges support by NSF via the grants DMS-1954091 and CAREER
DMS-2044415. R.Z. and X.Z. are grateful to the financial supports by National Key R&D Program of
China (No. 2022YFA1006300). R.Z. gratefully acknowledges financial support from the NSFC (No.
12271030) and BIT Science and Technology Innovation Program Project 2022CX01001. X.Z. is grate-
ful to the financial supports in part by National Key R&D Program of China (No. 2020YFA0712700)
and the NSFC (No. 12090014, 12288201) and the support by key Lab of Random Complex Structures
and Data Science, Youth Innovation Promotion Association (2020003), Chinese Academy of Science.
R.Z. and X.Z. are grateful to the financial supports of the financial support by the DFG through the
CRC 1283 “Taming uncertainty”.

2. Uniform estimates from SPDEs

In this section, we will revisit uniform estimates in [SSZZ22] and also establish new and stronger
estimates for the stationary solutions of the following system of SPDEs

LΦi = − 1

N

N∑

j=1

:Φ2
jΦi : +

√
2ξi. (2.1)

These estimates are essential for the analysis in the subsequent sections.

Let Zi be the stationary solution to the linear SPDE

LZi =
√
2ξi, (2.2)

and let Yi be the stationary solution to the equation

L Yi = − 1

N

N∑

j=1

(Y 2
j Yi + Y 2

j Zi + 2YjYiZj + 2Yj :ZiZj : + :Z2
j : Yi + :ZiZ

2
j : ). (2.3)

The notations :ZiZj : , :Z2
j : and :ZiZ

2
j : denote renormalized products of Wick type which are

defined as follows: let Zi,ε be a space-time mollification of Zi and define

:ZiZj : =




lim
ε→0

(Z2
i,ε − aε) (i = j)

lim
ε→0

Zi,εZj,ε (i 6= j)
:ZiZ

2
j : =




lim
ε→0

(Z3
i,ε − 3aεZi,ε) (i = j)

lim
ε→0

(Zi,εZ
2
j,ε − aεZi,ε) (i 6= j)

(2.4)

where aε = E[Z2
i,ε] is a diverging constant independent of i and the limits are understood in CTC

−κ

P-a.s. for κ > 0. For fixed N ∈ N, using [SSZZ22, Lemma 5.7] we have constructed a stationary
process (ΦN

i , Zi)16i6N such that the components ΦN
i and Zi are stationary solutions to (2.1) and (2.2),

respectively. In the following we omit the superscript N for simplicity. We know that Yi = Φi−Zi is a
stationary solution to (2.3). We recall the following uniform in N bounds for the stationary solutions
Yi to equation (2.3) from [SSZZ22, Lemma 6.2].

Lemma 2.1. There exists an m0 such that for m > m0 and q > 1

E

[( N∑

i=1

‖Yi‖2L2

)q]
+E

[( N∑

i=1

‖Yi‖2L2 + 1

)q( N∑

i=1

‖∇Yi‖2L2

)]
. 1, (2.5)

E

[( N∑

i=1

‖Yi‖2L2 + 1

)q∥∥∥∥
N∑

i=1

Y 2
i

∥∥∥∥
2

L2

]
. 1, (2.6)

where the implicit constants are independent of N .

Let νN be the unique invariant measure of (2.1). Recall that our main objects of interest are the
observables

1

Nn/2
:
( N∑

i=1

Φ2
i

)n
: (2.7)
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with n > 1, and Φ = (Φi)16i6N ∼ νN . These observables are defined precisely using the stationary
solutions Zi and Yi to (2.2) and (2.3), for instance,

1√
N

:

N∑

i=1

Φ2
i :

def

=
1√
N

N∑

i=1

(
Y 2
i + 2YiZi + :Z2

i :
)
, (2.8)

1

N
:
( N∑

i=1

Φ2
i

)2
:

def

=
1

N

N∑

i,j=1

(
Y 2
i Y

2
j + 4Y 2

i YjZj + 2Y 2
i :Z2

j : (2.9)

+ :Z2
i Z

2
j : + 4Yi :ZiZ

2
j : + 4YiYj :ZiZj :

)
, (2.10)

and more generally,

1

Nn/2
:
( N∑

i=1

Φ2
i

)n
:

def

=
1

Nn/2

n∑

k=0

n−k∑

m=0

n!

k!m!(n− k −m)!

( N∑

i=1

Y 2
i

)k

:
(
2

N∑

j=1

YjZj

)m( N∑

ℓ=1

Z2
ℓ

)n−k−m

: .

(2.11)

Here the Wick products are canonically defined as in (2.4) with aε = E[Z2
i,ε], in particular

:Z2
i Z

2
j : =




lim
ε→0

(Z4
i,ε − 6aεZ

2
i,ε + 3a2ε) (i = j)

lim
ε→0

(Z2
i,ε − aε)(Z

2
j,ε − aε) (i 6= j),

(2.12)

where the limits are understood in CTC
−κ P-a.s. for κ > 0. The Wick product of (2

∑N
j=1 YjZj)

m

and
(∑N

ℓ=1 Z
2
ℓ

)l
means the the canonical Wick products for Zj, Zℓ and the usual product with Yj .

We also define the Wick product inductively by

:Zn
i :

def

= lim
ε→0

:Zn
i,ε :

def

= lim
ε→0

an/2ε Hn(a
−1/2
ε Zi,ε), (2.13)

and

:

p∏

k=1

Znk
ik
Zm
j : =




lim
ε→0

( :
∏p

k=1,k 6=ℓ Z
nk

ik,ε
: :Znℓ+m

iℓ,ε
: ) (iℓ = j, for some ℓ),

lim
ε→0

( :
∏p

k=1 Z
nk
ik,ε

: :Zm
j,ε : ) (ik 6= j, ∀k = 1, . . . p),

(2.14)

where n,m, p, nk ∈ N, ik, j ∈ {1, . . . , N}, i1, . . . , ik are all distinct and Hn with n > 1 are Hermite
polynomials explicitly given by

Hn(x) =

⌊n/2⌋∑

j=0

(−1)j
n!

(n− 2j)!j!2j
xn−2j . (2.15)

Although we use the stationary solutions Yi and Zi to define observables in (2.7), the laws of them
only depend on νN (see [SSZZ22, Remark 6.1]).

We also recall the following classical results for the above Wick products.

Lemma 2.2. For ℓ > 1, κ > 0 it holds that

E

∥∥∥ :

p∏

k=1

Znk

ik
:

∥∥∥
ℓ

C−κ
. 1,

with p, nk ∈ N, ik ∈ {1, . . . , N} and the proportional constant is independent of the indices ik.

As we will see, by repeatedly applying integration by parts to the above observables, we will obtain
terms which are the main contribution to the large N limits, as well as “remainder” or “error” terms.
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All the remainder terms for the observable 1
N1/2

∑N
i=1 :Φ2

i : from IBP will be controlled by terms of
the following form:

EAℓ1
1 A

ℓ2
2 A

ℓ3
3 ,

with ℓi > 0, where (for s > 3κ > 0 small enough)

A1
def

= ‖Y1‖L2 + ‖Z1‖
C

−
κ
3
,

A2
def

=

∥∥∥∥
N∑

i=1

Y 2
i

∥∥∥∥
L1

+

N∑

i=1

‖Yi‖Hκ‖Zi‖
C

−
κ
2
+

∥∥∥∥
N∑

i=1

:Z2
i :

∥∥∥∥
H−

κ
2

,

A3
def

=

∥∥∥∥Y1
N∑

i=1

Y 2
i

∥∥∥∥
L1+s

+

∥∥∥∥Λ−s(Z1

N∑

i=1

Y 2
i )

∥∥∥∥
L1+s

+

∥∥∥∥Λ−s(Y1

N∑

i=1

YiZi)

∥∥∥∥
L1+s

+

∥∥∥∥Λ−s(
N∑

i=1

Yi :Z1Zi : )

∥∥∥∥
L1+s

+

∥∥∥∥Λ−s(Y1

N∑

i=1

:Z2
i : )

∥∥∥∥
L1+s

+

∥∥∥∥
N∑

i=1

:Z1Z
2
i :

∥∥∥∥
H−s

.

For A1, A2 and A3 we recall the following moment estimates from [SSZZ22, Lemma 6.6].

Lemma 2.3. Let m as in Lemma 2.1. For each ℓi > 0, κ, s > 0 with ℓ2(
κ
2 + s) + 3ℓ3s < 1, it holds

that

EAℓ1
1 A

ℓ2
2 A

ℓ3
3 . N (ℓ2+ℓ3)/2

where the proportional constant is independent of N .

Lemma 2.3 is sufficient to control the remainders from IBP to determine the large N limit of the

observables 1
N1/2

∑N
i=1 :Φ2

i : . To determine the large N limit of all the observables in (2.7), we derive

a uniform in N higher moments estimate for the Cκ-norm of Yi. Below we write St = et(∆−m).

Lemma 2.4. Let m as in Lemma 2.1. For ℓ > 1, κ > 0 with 12ℓκ < 1 it holds that

E‖Yi‖ℓL∞ . E‖Yi‖ℓCκ .
1

N ℓ/2
,

and for 24ℓκ < 1

E
( N∑

i=1

‖Yi‖2Cκ

)ℓ
. 1,

where the proportional constants may depend on ℓ but are independent of N .

Proof. Write (2.3) into the mild form:

Yi(t) = StYi(0)−
1

N

∫ t

0

St−r

( N∑

j=1

(Y 2
j Yi + Y 2

j Zi + 2YjYiZj + 2Yj :ZiZj : + :Z2
j : Yi + :ZiZ

2
j : )
)
dr.

For the first term involving initial data, we use smooth effect of the heat operator to have for κ > 0
small enough

‖StYi(0)‖Cκ 6 e−mt‖Yi(0)‖Cκ .

We then apply Besov embedding Lemma A.1 to have B−s
1+s,∞ ⊂ C2κ−2 for s > s2 + 2κ(1 + s) and

Lemma A.4 to find that for s > 0 small enough and δ > 0

‖Yi‖pLp
TCκ 6

1

mp
(1− e−mTp)(1 + δ)‖Yi(0)‖pCκ
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+
Cδ,p

Np

[∥∥∥∥Yi
N∑

j=1

Y 2
j

∥∥∥∥
p

Lp
TL1+s

+

∥∥∥∥Λ−s(Zi

N∑

j=1

Y 2
j )

∥∥∥∥
p

Lp
TL1+s

+

∥∥∥∥Λ−s(Yi

N∑

j=1

YjZj)

∥∥∥∥
p

Lp
TL1+s

+

∥∥∥∥Λ−s(
N∑

j=1

Yj :ZiZj : )

∥∥∥∥
p

Lp
TL1+s

+

∥∥∥∥Λ−s(Yi

N∑

j=1

:Z2
j : )

∥∥∥∥
p

Lp
TL1+s

+

∥∥∥∥
N∑

j=1

:ZiZ
2
j :

∥∥∥∥
p

Lp
TH−s

]

where we used the elementary inequality |A + B|p 6 (1 + δ)Ap + Cδ,pB
p. For fixed T > 2 we can

choose p large and use the stationarity of Yi to deduce that the LHS can absorb the first term on the
RHS.

Taking expectation on both sides, we note that the quantity in the bracket has the same expectation
as Ap

3T . Hence, by Lemma 2.3 we obtain for ℓ > 1 with 3ℓs < 1 and s = 4κ

E‖Yi‖ℓL∞ . E‖Yi‖ℓCκ .
1

N ℓ
EAℓ

3 .
1

N ℓ/2
,

which implies the first bound. The second bound follows by the first bound together with Hölder’s
inequality applied to the sum over i. �

Using Lemma 2.4 we can improve the bounds in Lemma 2.3. In particular we have the following
results. We introduce the following short hand notation

:Φ2 :
def

=

N∑

i=1

:Φ2
i : , :Φ1Φ

2 :
def

=

N∑

i=1

:Φ1Φ
2
i : ,

:(Φ2)n :
def

= :
( N∑

i=1

Φ2
i

)n
: , :Φ1(Φ

2)n :
def

= :Φ1

( N∑

i=1

Φ2
i

)n
:

where
∑N

i=1 :Φ1Φ
2
i : is defined as the sum in the brackets of (2.3) with i = 1. Here :Φ1(

∑N
i=1 Φ

2
i )

n :

is defined similarly as in (2.11) with Φ1,Φi replaced by (Y1 +Z1) and Yi +Zi, respectively, where the
products between different Zi, Zj are the Wick products defined in (2.13)-(2.14).

Proposition 2.5. Let m be as in Lemma 2.1. For ℓi > 0, ni ∈ N, i = 1, . . . , n, n ∈ N and κ > 0,
one has

E
( n∏

i=1

∥∥∥ :(Φ2)ni :

∥∥∥
ℓi

H−κ

)
. N

1
2

∑n
i=1 niℓi ,

E
( n∏

i=1

∥∥∥ :Φ1(Φ
2)ni :

∥∥∥
ℓi

H−κ

)
. N

1
2

∑n
i=1 niℓi ,

where the proportional constants are independent of N .

Proof. It suffices to prove that for n ∈ N, ℓ > 0 with 48ℓnκ < 1

E
(∥∥∥ :(Φ2)n :

∥∥∥
ℓ

H−κ

)
. Nnℓ/2, (2.16)

and for ℓ > 0 with 96nℓκ < 1

E
(∥∥∥ :Φ1(Φ

2)n :
∥∥∥
ℓ

H−κ

)
. Nnℓ/2. (2.17)

The general results stated in the proposition then follow from Hölder’s inequality. For general κ > 0
and ℓi we can always find 0 < κ′ < κ such that

∑
i 96ℓiκ

′ni < 1. Since ‖f‖H−κ 6 ‖f‖H−κ′ the results
hold with general κ.
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By definition of :(Φ2)n : we want to estimate the following general terms for 0 6 k 6 n, 0 6 m 6

n− k

∥∥∥
( N∑

i=1

Y 2
i

)k
:
( N∑

j=1

YjZj

)m( N∑

ℓ=1

Z2
ℓ

)n−k−m

:

∥∥∥
H−κ

.
∥∥∥
( N∑

i=1

Y 2
i

)k∥∥∥
C2κ

∥∥∥ :
( N∑

j=1

YjZj

)m( N∑

ℓ=1

Z2
ℓ

)n−k−m

:

∥∥∥
H−κ

.

For the first factor on the RHS, we use Lemma 2.4 and Lemma A.2 to have for ℓ > 1 with 48κℓk < 1

E

∥∥∥
( N∑

i=1

Y 2
i

)k∥∥∥
ℓ

C2κ
. E

∥∥∥
N∑

i=1

Y 2
i

∥∥∥
ℓk

C2κ
. 1. (2.18)

Turning to the other factor, for the case m = 0 we also have

E

∥∥∥ :
( N∑

ℓ=1

Z2
ℓ

)n−k

:

∥∥∥
2

H−κ
= E

〈
Λ−κ :

( N∑

ℓ=1

Z2
ℓ

)n−k

: ,Λ−κ :
( N∑

ℓ=1

Z2
ℓ

)n−k

:
〉

=

N∑

ℓi=1
i=1,...,n−k

N∑

pj=1
j=1,...,n−k

E
〈
Λ−κ :

n−k∏

i=1

Z2
ℓi : ,Λ

−κ :

n−k∏

j=1

Z2
pj
:
〉
.

Now we have 2(n− k) indices summing from 1 to N and these indices ℓi and ℓj might be different. If
{ℓ1, . . . , ℓn−k, p1, . . . , pn−k} involves more than n− k+ 1 different elements from {1, . . . , N}, we have

E
〈
Λ−κ :

n−k∏

i=1

Z2
ℓi : ,Λ

−κ :

n−k∏

j=1

Z2
pj
:
〉
= 0.

Hence, we have at most n− k distinct indices summing from 1 to N , and thus by Lemma 2.2 we have

E

∥∥∥ :
( N∑

ℓ=1

Z2
ℓ

)n−k

:

∥∥∥
2

H−κ
. Nn−k. (2.19)

Using Gaussian hypercontractivity and the fact that :
(∑N

ℓ=1 Z
2
ℓ

)n−k

: is a random variable with

finite Wiener chaos decomposition, we have for ℓ > 1

E

∥∥∥ :
( N∑

ℓ=1

Z2
ℓ

)n−k

:

∥∥∥
ℓ

H−κ
. N (n−k)ℓ/2.

For general m > 0 we have

:
( N∑

j=1

YjZj

)m( N∑

ℓ=1

Z2
ℓ

)n−k−m

: =

N∑

ji=1
i=1,...,m

m∏

i=1

Yji :

m∏

i=1

Zji

( N∑

ℓ=1

Z2
ℓ

)n−k−m

: .

Using Lemma A.2 we find that the H−κ-norm of the above term is bounded by

N∑

ji=1
i=1,...,m

m∏

i=1

‖Yji‖C2κ

∥∥∥ :

m∏

i=1

Zji

( N∑

ℓ=1

Z2
ℓ

)n−k−m

:

∥∥∥
H−κ

.

Using Hölder’s inequality w.r.t. the sum over ji we get

( N∑

j=1

‖Yj‖2C2κ

)m/2( N∑

ji=1
i=1,...,m

∥∥∥ :

m∏

i=1

Zji

( N∑

ℓ=1

Z2
ℓ

)n−k−m

:

∥∥∥
2

H−κ

)1/2
.
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Using Lemma 2.4 we find for ℓ > 1 with 24κℓm < 1

E
( N∑

j=1

‖Yj‖2C2κ

)mℓ/2

. 1. (2.20)

We then consider the second term:

N∑

ji=1
i=1,...,m

∥∥∥ :

m∏

i=1

Zji

( N∑

ℓ=1

Z2
ℓ

)n−k−m

:

∥∥∥
2

H−κ

=

N∑

ℓp,mq=1

p,q=1,...,n−k−m

N∑

ji=1

i=1,...,m

〈
Λ−κ :

m∏

i=1

Zji

n−k−m∏

p=1

Z2
ℓp : , Λ

−κ :

m∏

i=1

Zji

n−k−m∏

q=1

Z2
mq

:
〉
.

We have 2n− 2k −m indices being summed from 1 to N . For fixed j1, . . . , jm, if the set

{ℓ1, . . . , ℓn−k−m,m1, . . . ,mn−k−m}
does not include ji (i = 1, . . . ,m) but involves more than n− k −m+ 1 different indices, we find

E
〈
Λ−κ :

m∏

i=1

Zji

N∏

ℓp=1

Z2
ℓp : ,Λ

−κ :

m∏

i=1

Zji

N∏

mq=1

Z2
mq

:
〉
= 0.

Hence, we have to take sum for n− k different indices, which combined with Lemma 2.2 implies

N∑

ji=1,i=1,...,m

E

∥∥∥ :

m∏

i=1

Zji

( N∑

ℓ=1

Z2
ℓ

)n−k−m

:

∥∥∥
2

H−κ
. Nn−k.

Using Gaussian hypercontractivity we have for ℓ > 1

E
( N∑

ji=1,i=1,...,m

∥∥∥ :

m∏

i=1

Zji

( N∑

ℓ=1

Z2
ℓ

)n−k−m

:

∥∥∥
2

H−κ

)ℓ/2
. N (n−k)ℓ/2. (2.21)

Combining (2.18)-(2.21) and applying Hölder’s inequality, (2.16) follows, which implies the first bound
in the proposition.

In the following we prove (2.17). Since Φ1 = Y1 + Z1 we can write

:Φ1(Φ
2)n : = Y1 :(Φ2)n : + :Z1(Φ

2)n : .

For the first term on the RHS we use Lemma 2.4 and (2.16) to have for 96nℓκ < 1

E‖Y1 :(Φ2)n : ‖ℓH−κ . E‖Y1‖ℓC2κ‖ :(Φ2)n : ‖ℓH−κ

.
(
E‖Y1‖2ℓC2κ

)1/2(
E‖ :(Φ2)n : ‖2ℓH−κ

)1/2
. N

nℓ
2 .

For the second term we use the defintion of :(Φ2)n : to estimate the following general terms for
0 6 k 6 n, 0 6 m 6 n− k

∥∥∥
( N∑

i=1

Y 2
i

)k
:Z1

( N∑

j=1

YjZj

)m( N∑

ℓ=1

Z2
ℓ

)n−k−m

:

∥∥∥
H−κ

.
∥∥∥
( N∑

i=1

Y 2
i

)k∥∥∥
C2κ

∥∥∥ :Z1

( N∑

j=1

YjZj

)m( N∑

ℓ=1

Z2
ℓ

)n−k−m

:

∥∥∥
H−κ

.

Compared to the estimates for the corresponding terms to derive (2.16), we have extra Z1 in each
Wick product involving Z part. All the estimates follow in the exactly the same way. Hence, (2.17)
follows which implies the second bound in the proposition. �
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The moments estimates obtained in Proposition 2.5 are important in bounding various error terms
in the following sections. The proof given above has a flavor of mean field limit technique; in particular,
the use of Hilbert spaces H−κ is crucial (see [SSZZ22, Sec. 1 and Sec. 4] for more motivation). We
will also use the following shorthand notation for the norms appeared in Proposition 2.5: for i ∈ N

B2i
def

= ‖ :(Φ2)i : ‖H−κ , B2i−1
def

= ‖ :Φ1(Φ
2)i−1 : ‖H−κ . (2.22)

Here the definition of B· depends on κ and we could apply Proposition 2.5.

3. Integration by parts and recursive formula

In this section we will employ Dyson–Schwinger equations, i.e. integration by parts formula (“IBP”
for short in the sequel) to derive the recursive equations of the k-point functions for the observables
introduced in (2.7). The Dyson-Schwinger equations provide a powerful tool to relate higher-order
correlation functions to lower-order ones. By applying IBP to the k-point functions of the observables,
we can derive the recursive equations governing the behavior of the k-point functions. These recursive
equations allow us to systematically analyze the large N limit of the observables in Section 4. To this

end, we first recall the Dyson–Schwinger equations for the O(N) model on the lattice Λε
def

= εZ2 ∩T
2

where ε = 2−M with M ∈ N.

We start with Gibbs measures (νε)ε on Λε given by

dνNε ∝ exp
{
− ε2

∑

Λε

[ 1

4N

( N∑

i=1

Φ2
i

)2
+

1

2

(
− N + 2

N
aε +m

) N∑

i=1

Φ2
i +

1

2

N∑

i=1

|∇εΦi|2
]} ∏

x∈Λε

dΦ(x),

(3.1)

where

∇εf(x) =
(f(x+ εei)− f(x)

ε

)
i=1,2

denotes the discrete gradient and aε are renormalization constants defined below. Here (ei)i=1,2 is
the canonical basis in R

2. We write

∆εf(x) = ε−2(f(x+ εei) + f(x− εei)− 2f(x)), x ∈ Λε

as the discrete Laplacian on Λε and Lε := ∂t + m − ∆ε. We also use Φε to denote the random
distribution on Λε with Φε = (Φi,ε)

N
i=1 =d νNε .

Let Cε(x)
def

= (m −∆ε)
−1(x) be the Green’s function where ∆ε is the discrete Laplacian on Λε.

Choosing aε = Cε(0) as the (discrete) Wick constant, we recall

:Φi,εΦ
2
ε :

def

= Φi,εΦ
2
ε − aε(N + 2)Φi,ε

def

= Φi,ε

( N∑

j=1

Φ2
j,ε

)
− aε(N + 2)Φi,ε,

:Φ2
ε :

def

=
N∑

i=1

:Φ2
i,ε :

def

=
N∑

i=1

Φ2
i,ε −Naε.

Similarly we also define :(Φ2
ε)

2 : and :(Φ2
ε)

n : , n > 2 as in (2.9)-(2.11) with the RHS Yi, Zi replaced
by the related discrete version Yi,ε and Zi,ε, which satisfy the discrete version of equations (2.2) and
(2.3) on Λε, i.e. for i = 1, . . . , N

LεZi,ε =
√
2ξi,ε,

and

LεYi,ε = − 1

N

N∑

j=1

(Y 2
j,εYi,ε + Y 2

j,εZi,ε + 2Yj,εYi,εZj,ε + 2Yj,ε :Zi,εZj,ε : + :Z2
j,ε : Yi,ε + :Zi,εZ

2
j,ε : ).

Here ξε is a discrete approximation of a space-time white noise ξ on R
+ × T

2 constructed as follows:

ξε(t, x) := ε−2〈ξ(t, ·), 1|·−x|∞6ε/2〉, (t, x) ∈ R
+ × Λε,
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where |x|∞ = |x1| ∨ |x2| for x = (x1, x2), and :Zi,εZj,ε : , :Z
2
j,ε : and :Zi,εZ

2
j,ε : are defined similarly

as in (2.4) (with a minor abuse of notation that Zi,ε denotes the discretized Zi here and below while
in Section 2 Zi,ε was smooth approximation).

Recall the Dyson–Schwinger equations (IBP) for Φε

E
( δF (Φε)

δΦ1,ε(x)

)
= E

(
(m −∆ε)Φ1,ε(x)F (Φε)

)
+

1

N
E
(
F (Φε) :Φ1,ε(x)Φε(x)

2 :
)
, (3.2)

where
δF (Φε)

δΦ1,ε(x)
= lim

η→0

1

η
(F (Φ1,ε + η

ex
ε2

)− F (Φ1,ε))

with ex : Λε → [0, 1], ex(x) = 1 and ex(y) = 0 for y 6= x.

We write (3.2) in terms of Green’s function Cε:∫

Λε

Cε(x− z)E
( δF (Φε)

δΦ1,ε(z)

)
dz = E

(
Φ1,ε(x)F (Φε)

)
+

1

N

∫

Λε

C(x− z)E
(
F (Φε) :Φ1,εΦ

2
ε : (z)

)
dz (3.3)

for any x ∈ Λε and we write
∫
Λε
f(z)dz

def

= ε2
∑

z∈Λε
f(z). We will also use the shorthand notation

Iεf(x) def

=

∫

Λε

Cε(x− z)f(z)dz.

We first prove two useful results using IBP (3.3). The first one is Lemma 3.1, which allows us to
rewrite correlation functions involving certain non-O(N)-invariant objects of the form :Φ1,ε(Φ

2)mε :

into correlation functions with only O(N)-invariant observables, up to certain error terms. This is then
used in Lemma 3.2, where we derive important finite N recursive formulas for correlation functions
of O(N)-invariant observables, up to error terms.

Lemma 3.1. Consider for m1,m2, ni ∈ N0, i = 1, . . . , k

F (Φε) = :Φ1,ε(Φ
2
ε)

m1 : (x1) :Φ1,ε(Φ
2
ε)

m2 : (x2)

k∏

i=1

:(Φ2
ε)

ni : (yi) (3.4)

and

G(Φε) =
N + 2m2

N
Cε(x1 − x2) :(Φ

2
ε)

m1 : (x1) :(Φ
2
ε)

m2 : (x2)

k∏

i=1

:(Φ2
ε)

ni : (yi).

It holds that

E(F (Φε)) = E(G(Φε)) +Oε
N

where Oε
N is given in the proof.

Proof. We omit ε to simplify notation. Applying IBP (3.3) to the following test function

F1(Φ) = :(Φ2)m1 : (x1) :Φ1(Φ
2)m2 : (x2)

k∏

i=1

:(Φ2)ni : (yi),

with x in (3.3) given by x1, we obtain

N + 2m2

N
C(x1 − x2)E

(
:(Φ2)m1 : (x1) :(Φ2)m2 : (x2)

k∏

i=1

:(Φ2)ni : (yi)
)

+ 2

k∑

j=1

njC(x1 − yj)E
(
:(Φ2)m1 : (x1) :Φ1(Φ

2)m2 : (x2) :Φ1(Φ
2)nj−1 : (yj)

k∏

i=1,i6=j

:(Φ2)ni : (yi)
)

= E(F (Φ)) +
1

N
E
(
F1(Φ)I( :Φ1Φ

2 : )(x1)
)
. (3.5)
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Here, the first term on the LHS arises from

δ :Φ1(Φ
2)m2 :

δΦ1(x2)
=
(
:(Φ2)m2 : + 2m2 :Φ2

1(Φ
2)m2−1 :

)
(x2)

ex2

ε2
,

and using O(N) symmetry to replace :Φ2
1(Φ

2)m2−1 : by 1
N :(Φ2)m2 : . The second term on the LHS

arises from

δ
(
:
∏k

i=1(Φ
2)ni :

)

δΦ1(yj)
= 2nj :Φ1(Φ

2)nj−1 : (yj) :

k∏

i=1,i6=j

(Φ2)ni :
eyj

ε2
(3.6)

and we used

:Φ1(Φ
2)m1 : = Φ1 :(Φ2)m1 : − 2m1C(0) :Φ1(Φ

2)m1−1 :

to absorb the term from δ :(Φ2)m1 :

δΦ1
. Notice that the first term on the LHS precisely gives G(Φε).

Defining the other two terms (i.e. the 2nd term on LHS and the 2nd term on RHS) in (3.5) as Oε
N ,

the result follows. �

According to Proposition 2.5, the terms defined as Oε
N are smaller than F (Φε) and G(Φε) by a

factor O( 1√
N
). The above lemma shows that under expectation, the main contribution to F (Φε) is

obtained by replacing the two incidences of Φ1 at x1 and x2 by Cε(x1 − x2).

Furthermore, the terms defined as Oε
N have the same structure as F (Φε), namely, each of them

contains exactly two incidences of Φ1.

In the following we consider

fN
n,k,ε(y1, . . . , yk)

def

=
1

N
∑

k
i=1 ni/2

E
( k∏

i=1

:(Φ2
ε)

ni : (yi)
)
,

for n = (n1, . . . , nk) with ni ∈ N ∪ {0}. We also set :(Φ2
ε)

0 : = 1.

Lemma 3.2. For n = (n1, . . . , nk) ∈ N
k, one has

fN
n,k,ε(y1, . . . , yk) +

N + 2

N

∫
C2(y1 − z)fN

n̂,k+1,ε(z, y1, . . . , yk)dz

=

k∑

j=2

2nj
N + 2(nj − 1)

N
C2(y1 − yj)f

N
ñj,k,ε

(y1, . . . , yk) +N−(
∑k

i=1 ni/2)+1Qε
N,n

(3.7)

with n̂ = (1, n1 − 1, n2, . . . , nk) and ñj = (n1 − 1, n2, . . . , nj−1, nj − 1, nj+1, . . . , nk) and Qε
N,n given

in (3.9) below.

Proof. We omit ε as above. Choosing test function in IBP (3.3) as

F (Φ) = :Φ1(Φ
2)n1−1 : (y1)

k∏

i=2

:(Φ2)ni : (yi),

we have
k∑

j=2

2njC(y1 − yj)E
(
:Φ1(Φ

2)n1−1 : (y1) :Φ1(Φ
2)nj−1 : (yj)

k∏

i=2,i6=j

:(Φ2)ni : (yi)
)

= E
(
:Φ2

1(Φ
2)n1−1 : (y1)

k∏

i=2

:(Φ2)ni : (yi)
)
+

1

N
E
(
F (Φ)I( :Φ1Φ

2 : )(y1)
)

(3.8)

=
1

N
E
( k∏

i=1

:(Φ2)ni : (yi)
)
+

1

N
E
(
F (Φ)I( :Φ1Φ

2 : )(y1)
)
,



16 HAO SHEN, RONGCHAN ZHU, AND XIANGCHAN ZHU

where we used (3.6) to have the first term and we also used

:Φ2
1(Φ

2)n1−1 : = Φ1 :Φ1(Φ
2)n1−1 : −

(
C(0) :(Φ2)n1−1 : + 2(n1 − 1)C(0) :Φ2

1(Φ
2)n1−2 :

)

to absorb the term from δ :Φ1(Φ
2)n1−1

:

δΦ1
. In view of Proposition 2.5, all the terms on the LHS and the

RHS of (3.8) are of the same order.

For each term in (3.8) having two incidences of Φ1 (namely the term in the first line and the last
term in the last line), we can apply Lemma 3.1, which replaces the two Φ1 by the Green’s function
C, and some error part. Hence we obtain

1

N
E
( k∏

i=1

:(Φ2)ni : (yi)
)

=

k∑

j=2

2nj
N + 2(nj − 1)

N
C2(y1 − yj)E

(
:(Φ2)n1−1 : (y1) :(Φ

2)nj−1 : (yj)

k∏

i=2,i6=j

:(Φ2)ni : (yi)
)

− 1

N

N + 2

N

∫
C2(y1 − z)E

(
:(Φ2)n1−1 : (y1)

k∏

i=2

:(Φ2)ni : (yi) :Φ
2 : (z)

)
dz +Qε

N,n,

where the last term comes from the last term in (3.8) by replacing two Φ1 by C(y1 − z) and

Qε
N,n =

4∑

i=1

Qi,ε
N,n, (3.9)

with (remark that Q2,ε
N,n is from the first term in (3.8) and Q3,ε

N,n is from the last term in (3.8), and

they turn out to be the same)

Q1,ε
N,n =

k∑

j,m=2,j 6=m

4njnmC(y1 − yj)C(y1 − ym)E
(
:(Φ2)n1−1 : (y1)

× :Φ1(Φ
2)nj−1 : (yj) :Φ1(Φ

2)nm−1 : (ym)
k∏

i=2,i6=j,m

:(Φ2)ni : (yi)
)
,

Q2,ε
N,n =

1

N

k∑

j=2

2njC(y1 − yj)E
(
:(Φ2)n1−1 : (y1)I( :Φ1Φ

2 : )(y1)

× :Φ1(Φ
2)nj−1 : (yj)

k∏

i=2,i6=j

:(Φ2)ni : (yi)
)
,

Q3,ε
N,n = Q2,ε

N,n,

Q4,ε
N,n =

1

N2
E
(
:(Φ2)n1−1 : (y1)I( :Φ1Φ

2 : )(y1)
2

k∏

i=2

:(Φ2)ni : (yi)
)
.

(3.10)

Hence, (3.7) follows by multiplying both sides by N−(
∑k

i=1 ni/2)+1. �

Now we pass the above results to the continuum limit ε→ 0. Since Φε satisfies discrete version of
the SPDEs (2.1), we also decompose Φε = Yε + Zε where Yε = (Yi,ε) satisfies discrete version of the
equations (2.3). Moreover, the uniform in N estimates Lemma 2.1 hold for (Yi,ε) and Proposition 2.5
hold for Φε. More precisely, Let m be as in Lemma 2.1. For ℓi > 0, ni ∈ N, i = 1, . . . , n, n ∈ N and
κ > 0, one has

E
( n∏

i=1

∥∥∥ :(Φ2
ε)

ni :

∥∥∥
ℓi

H−κ,ε

)
. N

1
2

∑n
i=1 niℓi (3.11)
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and

E
( n∏

i=1

∥∥∥ :Φ1,ε(Φ
2)ni

ε :

∥∥∥
ℓi

H−κ,ε

)
. N

1
2

∑n
i=1 niℓi (3.12)

where the proportional constants are independent of N and ε. We refer to [SZZ21], [SSZZ22] and
[GH21] for more details.

Furthermore, for fixed N , the sequence (EεΦε(t))ε is tight in H−κ for κ > 0, where Eε is the
extension operator defined in Appendix (A.5). Moreover, every tight limit µ is an invariant measure
of (2.1). By [SSZZ22, Lemma 5.7] for fixed N the invariant measure of equations (2.1) is unique.
Hence, the whole sequence (EεΦε(t))ε converges to Φ(t) weakly in H−κ, where Φ(t) is the stationary
solution to equations (2.1). For k ∈ N and every n = (n1, . . . , nk) ∈ N

k, we define the continuous
version of fN

n,k,ε

〈fN
n,k, ϕ〉

def

= lim
ε→0

∫
E
( k∏

i=1

Eε 1

Nni/2
:(Φ2

ε)
ni : (yi)

)
ϕ(y1, . . . , yk)

k∏

i=1

dyi

for every ϕ ∈ S(T2k), i = 1, . . . , k. Since for fixed N the law of 1
Nni/2

:(Φ2)ni : are uniquely deter-
mined, we have

〈fN
n,k,⊗k

i=1ϕi〉 = E
( k∏

i=1

〈 1

Nni/2
:(Φ2)ni : , ϕi

〉)
,

for ϕi ∈ S(T2), i = 1, . . . , k.

Now we send ε → 0 on both sides of the formula (3.7) obtained in Lemma 3.2. To this end, we
introduce the following integral operators:

If = (m−∆)−1f, (I1f)(y) =
∫
C2(y − z)f(z)dz, f ∈ C∞(T2), (3.13)

where C is the Green function of ∆−m. By Lemma A.5 in Appendix we can extend these operators
from Sobolev spaces Hα to Hα+2−κ, α < 0, κ > 0.

Lemma 3.3. It holds that for n = (n1, . . . , nk) with ni ∈ N

〈fN
n,k, ϕ

⊗k〉+ N + 2

N

∫
C2(y1 − z)

k∏

i=1

ϕi(yi)f
N
n̂,k+1(dz, dy1, . . . , dyk)

=

k∑

j=2

2nj
N + 2(nj − 1)

N

∫
C2(y1 − yj)

k∏

i=1

ϕi(yi)f
N
ñj ,k

(dy1, . . . , dyk) +
1

N (
∑

k
i=1 ni/2)−1

〈QN,n, ϕ
⊗k〉,
(3.14)

with n̂ = (1, n1−1, n2, . . . , nk) and ñj = (n1−1, n2, . . . , nj−1, nj−1, nj+1, . . . , nk) and ϕ
⊗k = ⊗k

i=1ϕi

for ϕi ∈ S(T2), i = 1, . . . , k, where

QN,n =
4∑

i=1

Qi
N,n,

with

〈Q1
N,n, ϕ

⊗k〉 =
k∑

j,m=2
j 6=m

4njnmE
(〈

:(Φ2)n1−1 : I( :Φ1(Φ
2)nj−1 : ϕj)I( :Φ1(Φ

2)nm−1 : ϕm), ϕ1

〉

×
k∏

i=2
i/∈{j,m}

〈 :(Φ2)ni : , ϕi〉
)
,
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〈Q2
N,n, ϕ

⊗k〉 = 1

N

k∑

j=2

2njE
(〈

:(Φ2)n1−1 : I( :Φ1Φ
2 : )I( :Φ1(Φ

2)nj−1 : ϕj), ϕ1

〉

×
k∏

i=2,i6=j

〈 :(Φ2)ni : , ϕi〉
)
,

Q3
N,n = Q2

N,n,

〈Q4
N,n, ϕ

⊗k〉 = 1

N2
E
(〈

:(Φ2)n1−1 : I( :Φ1Φ
2 : )2, ϕ1

〉 k∏

i=2

〈 :(Φ2)ni : , ϕi〉
)
.

Proof. By [MP19, Lemma 2.24], we know that Eε is uniformly bounded in ε operators from dis-
crete Besov space to the continuous Besov space. Using Lemma A.8, Lemma A.9 and the fact that
Proposition 2.5 also holds in the discrete setting i.e. (3.11) and (3.12), we have, for fixed N ∈ N

〈EεQi
N,ε,⊗k

i=1ϕi〉 → 〈Qi
N ,⊗k

i=1ϕi〉, ε→ 0.

We also refer to [SZZ21, Section 4.2] for more details on the proof of the above convergence. The
lemma then follows from Lemma 3.2 and sending ε→ 0. �

Later we will take the large N limit on both sides of (3.14). The following lemma shows the large
N behavior of the “error term” QN,n.

Lemma 3.4. Let m be as in Lemma 2.1. It holds that
1

N (
∑k

i=1 ni/2)−1
|〈QN,n, ϕ

⊗k〉| . 1√
N

for ϕi ∈ S(T2), where the proportional constant is independent of N .

Proof. Using Lemma A.1 and (A.1) we find that for κ > 0

‖I(f)‖C1−κ . ‖f‖H−κ , (3.15)

which combined with Lemma A.2 leads to∣∣∣
〈
:(Φ2)n1−1 : I( :Φ1(Φ

2)nj−1 : ϕj)I( :Φ1(Φ
2)nm−1 : ϕm), ϕ1

〉∣∣∣ . B2n1−2B2nj−1B2nm−1,

where we recall (2.22) for the notation B. This implies that

1

N (
∑

k
i=1 ni/2)−1

|〈Q1
N,n, ϕ

⊗k〉| . 1

N (
∑

k
i=1 ni/2)−1

E
(
B2n1−2B2nj−1B2nm−1

k∏

i=2
i/∈{j,m}

B2ni

)
.

Using Proposition 2.5 we arrive at

1

N (
∑

k
i=1 ni/2)−1

|〈Q1
N,n, ϕ

⊗k〉| . 1√
N
.

For the first part in 〈Q2
N,n, ϕ

⊗k〉 we also use (3.15) and Lemma A.2 to have
∣∣∣
〈
:(Φ2)n1−1 : I( :Φ1(Φ

2)nj−1 : ϕj)I( :Φ1Φ
2 : ), ϕ1

〉∣∣∣ . B2n1−2B2nj−1B3.

Hence, we use Proposition 2.5 to have

1

N (
∑k

i=1 ni/2)−1
|〈Q2

N,n, ϕ
⊗k〉| . 1

N
∑k

i=1 ni/2
E
(
B2n1−2B2nj−1B3

k∏

i=2,i6=j

B2ni

)
.

1√
N
.

For the first part in 〈Q4
N,n, ϕ

⊗k〉 we use (3.15) and Lemma A.2 to have
∣∣∣
〈
:(Φ2)n1−1 : I( :Φ1Φ

2 : )2, ϕ1

〉∣∣∣ . B2n1−2B
2
3 .
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Hence, by Proposition 2.5,

1

N (
∑

k
i=1 ni/2)−1

|〈Q4
N,n, ϕ

⊗k〉| . 1

N (
∑

k
i=1 ni/2)+1

E
(
B2n1−2B

2
3

k∏

i=2

B2ni

)
.

1√
N
.

�

Using Proposition 2.5 and Lemma 2.1 we have that for fixed k ∈ N, {fN
n,k}N are uniformly bounded

in (H−κ)k. By Lemma 3.4, and Lemma 3.3 every subsequential limit fn,k satisfies the following
equations

〈fn,k, ϕ⊗k〉+
∫
C2(y1 − z)

k∏

i=1

ϕi(yi)fn̂,k+1(dz, dy1, . . . , dyk)

=

k∑

j=2

2nj

∫
C2(y1 − yj)

k∏

i=1

ϕi(yi)fñj,k(dy1, . . . , dyk),

(3.16)

with n̂ = (1, n1 − 1, n2, . . . , nk) and ñj = (n1 − 1, n2, . . . , nj−1, nj − 1, nj+1, . . . , nk). We emphasize
that the second term on the LHS of (3.16) comes from the interaction with :Φ1Φ

2 : .

4. Large N limits of observables

In this section, we focus on analyzing the behavior of the observables (2.7) in the large N limit. We
first obtain the large N limit of the first observables 1√

N
:Φ2 : using the recursive relation derived in

(3.16) in Section 4.1. We then derive in Section 4.2 the large N limit of the observables 1
Nn/2 :(Φ2)n :

by identifying the solutions to the recursive equations (3.16) as the k-point functions of :Qn :C .

4.1. Large N limit of 1√
N

:Φ2 : . Let

fN
k,ε(y1, . . . , yk)

def

=
1

Nk/2
E
( k∏

j=1

:Φ2
ε : (yj)

)
, yi ∈ Λε = εZ2 ∩ T

2, i = 1, . . . , k.

Choosing n = (1, . . . , 1) in the formula (3.7) of Lemma 3.2 we obtain the following result.

Lemma 4.1. Let m be as in Lemma 2.1. It holds that

fN
k,ε(y1, . . . , yk) +

∫

Λε

C2
ε (y1 − z)fN

k,ε(z, y2, . . . , yk)dz (4.1)

= 2

k∑

m=2

C2
ε (y1 − ym)fN

k−2,ε(y2, . . . , yk\{ym}) +QN,ε

where QN,ε is of order 1√
N
.

Here and in the sequel, notation such as fN
k−2,ε(y2, . . . , yk\{ym}) is understood in the obvious

way, namely fN
k−2,ε(y2, . . . , ym−1, ym+1, · · · , yk). Since for fixed N the law of 1√

N
:Φ2 : is uniquely

determined, we have

〈fN
k ,⊗k

i=1ϕi〉 = E

k∏

i=1

〈 1√
N

:Φ2 : , ϕi

〉
,

for ϕi ∈ S(T2), i = 1, . . . , k.
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By (3.16) we have that every subsequential limit fk of fN
k , N → ∞ satisfies the following equations

(recall the notation (3.13))

〈fk,⊗k
i=1ϕi〉+ 〈I1(fk),⊗k

i=1ϕi〉

= 2

k∑

m=2

∫
C2(y1 − ym)ϕ1(y1)ϕm(ym)dy1dym〈fk−2,⊗k

i=2,i6=mϕi〉,
(4.2)

where I1(fk) only acts on the first variable and I1(fk) =
∫
C2(y1−z)fk(dz, dy2, . . . , dyk). By iteration

and Fourier transform, it is easy to see that the solution to (4.2) is unique. In the following we give
an explicit formula for the solution to (4.2). To this end, we start with the case that k is odd.

Lemma 4.2. Let m be as in Lemma 2.1. One has fk ≡ 0 if k is odd.

Proof. In the proof we first apply IBP (3.3) to calculate E :Φ2 : , which is a constant by translation
invariance. We also omit ε for notation simplicity. Choosing F (Φ) = Φ1(x) in (3.3), the LHS of (3.3)
only gives a Wick constant which can be absorbed into the RHS, which implies that

0 = E
(
:Φ1(x)

2 :
)
+

1

N

∫
C(x− z)E

(
Φ1(x) :Φ1(z)Φ(z)2 :

)
dz. (4.3)

By symmetry we find the first term on the RHS is 1
NE( :Φ(x)2 : ). For the second term on the RHS

we choose F (Φ) =
∫
C(x− z) :Φ1(z)Φ(z)2 : dz in (3.3) and have

(1 +
2

N
)

∫
C2(x− z)E

(
:Φ(z)2 :

)
dz = E

(
Φ1(x)I( :Φ1Φ

2 : )(x)
)

+
1

N
E
(
I( :Φ1Φ

2 : )(x)2
)
.

Substituting (4.3) into the above equality and using symmetry, we find

(1 +
2

N
)

∫
C2(x− z)E

(
:Φ(z)2 :

)
dz = −E

(
:Φ(x)2 :

)
+

1

N
E
(
I( :Φ1Φ

2 : )(x)2
)
.

As E
(
:Φ(x)2 :

)
is independent of x, we can write the above equality as

E
(
:Φ(x)2 :

)(
(1 +

2

N
)

∫
C2(x− z)dz + 1

)
=

1

N
E
(
I( :Φ1Φ

2 : )(x)2
)
. (4.4)

Now we use the extension operator Eε to extend both sides to the functions on T
2. Letting ε→ 0 and

applying [SZZ21, Lemma A.9, Lemma A.10], we obtain (4.4) holds in the continuum. By Proposition
2.5, the RHS of (4.4) is of order 1. Hence,

|fN
1 | = 1√

N
|E( :Φ2 : )| . 1√

N
.

Letting N → ∞, we find that f1 ≡ 0. Substituting f1 into (4.2), using uniqueness of the solutions to
(4.2) and by induction, the result follows. �

By (4.2) with k = 2 (see also [SSZZ22, Theorem 6.5]) and translation invariance we obtain that
f2(y1, y2) = G(y1 − y2) with G ∈ L2(T2) satisfying (1.4), or more explicitly

Ĝ =
2Ĉ2

1 + Ĉ2
,

where f̂ denotes Fourier transform of f 3. In the sequel we also write G(y1 − y2) = G(y1, y2). In the
following lemma we use f2 to give an explicit formula of general fk.

3Compared to [SSZZ22, Theorem 6.5] we have extra 1

2
in the coefficient of |∇φε|2 in νNε , which makes that there’s

no extra 2 in the denominator.
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Lemma 4.3. Let m be as in Lemma 2.1. It holds that

fk(y1, . . . , yk) =
∑

π

k/2∏

j=1

f2(yπ(2j−1), yπ(2j)), k ∈ 2N, k > 4, (4.5)

where π runs through pairing permutations of {1, . . . , k}.

Here, pairing permutations are simply permutations modulo possibly swapping the values of π(2j−
1) and π(2j) for any j.

Proof. We claim that fk given in (4.5) satisfies (4.2). We prove by induction. Note that for k = 2

f2(y1, y2) = G(y1 − y2),

with G satisfying

G(x − y) = 2C2(x − y)−
∫
C2(x − z)G(z − y)dz. (4.6)

Suppose that fk given by (4.5) satisfies (4.2). We denote the RHS of (4.5) by f̃k. We then use (4.5)
to write

f̃k+2(y1, . . . , yk+2) =

k+2∑

m=2

G(y1 − ym)fk(y2, . . . , yk+2\{ym}). (4.7)

Substituting (4.7) into (4.2) and using (4.6) we obtain

f̃k+2(y1, . . . , yk+2) +

∫
C2(y1 − z)f̃k+2(z, y2, . . . , yk+2)dz

=

k+2∑

m=2

(
G(y1 − ym) +

∫
C2(y1 − z)G(z − ym)dz

)
fk(y2, . . . , yk+2\{ym})

= 2

k+2∑

m=2

C2(y1 − ym)fk(y2, . . . , yk+2\{ym}),

which proved our claim, so the result follows by uniqueness of the solutions to (4.2). �

Combining Lemma 4.2 and Lemma 4.3 we give the following characterization of the limit for the
observables 1√

N
:Φ2 : .

Theorem 4.4. Let m be as in Lemma 2.1. Any tight limit of ( 1√
N

:Φ2 : )N in H−κ, κ > 0 is a

Gaussian field with mean zero and the covariance given by G(x − y). Hence, the whole sequence
1√
N

:Φ2 : converges in distribution to this Gaussian field in H−κ, κ > 0.

Proof. By Proposition 2.5 we know that ( 1√
N

:Φ2 : )N is tight in H−κ for every κ > 0. Combining

Lemma 3.3 and Lemma 4.2 we have that the k-point functions of every tight limit satisfy (4.2). The
solutions to (4.2) are given in Lemma 4.2 and Lemma 4.3. By (4.5), the law of every tight limit is the
same and is given by the Gaussian field. Hence, the result follows. �

Let Q denote the Gaussian field obtained in Theorem 4.4. We can analyze the regularity of Q in
the following result.

Lemma 4.5. It holds that for every κ > 0, p > 1

E‖Q‖p
C−κ . 1.
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Proof. Since the correlation of Q is given by G, we have for j > −1

E|(∆jQ)(x)|2 =
∑

k∈Z2

θj(k)
2Ĝ(k) .

∑

k∈Z2

θj(k)
2Ĉ2(k) . 2jκ,

for κ > 0, where (∆j)j>−1 are the Littlewood–Paley blocks and θj is the dyadic partition of unity.
Now it is standard to apply Gaussian hypercontractivity and Lemma A.1 to conclude the result. �

From the regularity of Q, which is not a random function but a distribution, we cannot define Qn

directly by using Lemma A.2. However, we can define :Qn : by the following result.

Proposition 4.6. For every smooth mollifier ρε, set Gε = ρε ∗ G ∗ ρε and Qε = Q ∗ ρε. For each
n > 1,

:Qn
ε :

def
= Gε(0)

n/2Hn(Gε(0)
−1/2Qε)

converges as ε → 0 in C−κ P-a.s. for any κ > 0 to the limit which is denoted by :Qn : , where
Hn, n > 1 are Hermite polynomials. The limit is independent of the choice of the mollifier.

Proof. By Wick Theorem we have

E[|∆j( :Qn
ε : )(x)|2] =

∑

k∈Z2

θj(k)
2Ĝn

ε (k) . 2jκ,

where we used that Ĝn
ε = Ĝε ∗ Ĝε ∗ · · · ∗ Ĝε to conclude that Ĝn

ε (k) .
|k|κ

1+|k|2 for κ > 0. Now the result

follows by Gaussian hypercontractivity and standard argument (cf. [ZZ18, Section 6]). �

4.2. Large N limit of 1
Nn/2 :(Φ2)n : . In this section we consider the large N limit of the observables

1
Nn/2 :(Φ2)n : by finding the solutions to the recursive relation (3.16).

We start with a discussion on the simplest cases to provide some intuition. Recall that in [SSZZ22,
Theorem 6.5], it is shown that

lim
N→∞

1

N
E
(
:(Φ2)2 :

)
= −(C2 ∗G)(0) def

= h1.

Consider the case n = (2, 2) and in this case we write the recursive relation (3.16) as

h2(y1, y2) = 4C2(y1 − y2)G(y1 − y2)−
∫
C2(y1 − z)f2,1(y1, z; y2)dz, (4.8)

with

h2(y1, y2)
def

= lim
N→∞

lim
ε→0

1

N2
E
(
Eε :(Φ2

ε)
2 : (y1)Eε :(Φ2

ε)
2 : (y2)

)
,

f2,1(y1, z; y2)
def

= lim
N→∞

lim
ε→0

1

N2
E
(
Eε :Φ2

ε : (y1)Eε :Φ2
ε : (z)Eε :(Φ2

ε)
2 : (y2)

)
,

where (4.8) is understood as in (3.16) but we omit the test functions for notation simplicity. Similarly,
choosing n = (1, 1, 2) we obtain

f2,1(z1, z2; y) +

∫
C2(z2 − z3)f2,1(z1, z3; y)dz3

= −2C2(z1 − z2)

∫
C2(x)G(x)dx + 4C2(z2 − y)G(z1 − y),

(4.9)

also understood as in (3.16) but omitting the test functions. Note that (4.8) and (4.9) only involve
unknown h2 and f2,1. In the following lemma we find the explicit formula for h2 and f2,1.

Lemma 4.7. It holds that

f2,1(z1, z2; y) = 2G(z1 − y)G(z2 − y)− (C2 ∗G)(0)G(z1 − z2), (4.10)

and

h2(y1, y2) = 2G(y1 − y2)
2 + (C2 ∗G)2(0). (4.11)
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Proof. It is elementary to solve (4.9). For instance, by some speculation we could make an ansatz

f2,1(z1, z2; y) = aG(z1 − y)G(z2 − y) + b(C2 ∗G)(0)G(z1 − z2) (4.12)

and we try to solve the constants a, b. Recalling C2 ∗G = 2C2 −G from (1.4),
∫
C2(z2 − z3)f2,1(z1, z3; y)dz3

= aG(z1 − y)

∫
C2(z2 − z3)G(z3 − y)dz3 + b(C2 ∗G)(0)

∫
C2(z2 − z3)G(z1 − z3)dz3

= 2aG(z1 − y)C2(z2 − y)− aG(z1 − y)G(z2 − y)

+ 2b(C2 ∗G)(0)C2(z1 − z2)− b(C2 ∗G)(0)G(z1 − z2).

Adding the above identity with (4.12), some terms obviously cancel, and we obtain

LHS of (4.9) = 2aG(z1 − y)C2(z2 − y) + 2b(C2 ∗G)(0)C2(z1 − z2).

So we choose a = 2, b = −1 and we have proved (4.10).

Now we also have (again using C2 ∗G = 2C2 −G)

h2(y1, y2) = 4C2(y1 − y2)G(y1 − y2)− 2

∫
C2(y1 − z)G(y1 − y2)G(z − y2)dz

+ (C2 ∗G)(0)
∫
C2(y1 − z)G(y1 − z)dz = (4.11).

�

Note that 2G2 gives the two-point correlation function of :Q2 : as defined in Proposition 4.6. From
an approximation level, 1

N :(Φ2)2 : is the square of 1√
N

:Φ2 : up to some difference in renormalization

constants. Therefore, it is reasonable to speculate that the large N limit of 1
N :(Φ2)2 : is given by a

linear combination of :Q2 : and (C2 ∗G)(0), i.e. :Q2 : − (C2 ∗G)(0), which has the same expectation
value as h1 and the same two-point function as h2.

To understand the appearance of (C2 ∗ G)(0), recall the renormalization constant Gε(0) in the
definition of :Q2 : in Proposition 4.6. On the other hand, when we expand :(Φ2)2 : as in Introduction,
we have a renormalization constant 2C2

ε (0) with Cε = C ∗ ρε for ρε in Proposition 4.6. We observe
that the difference between these two renormalization constants can be expressed as:

−C2 ∗G(0) = G(0)− 2C2(0), (4.13)

where G(0) and 2C2(0) are infinite quantities, which is understood via approximation. Hence, −C2 ∗
G(0) appears in the large N limit of 1

N :(Φ2)2 : , and we speculate that this limit is given by :Q2 : −
(C2 ∗G)(0).

For general n ∈ N, we first give a formal discussion as in Introduction. Assume that for m 6 n ∈ N

:
( 1√

N
Φ2
)m

: → (2C2(0))m/2Hm((2C2(0))−1/2Q).

Then we pretend for the moment that Φ is simply its large N limit (Zi), and formally apply Wiener
chaos decomposition for the product of :(Φ2)n : and :Φ2 : (c.f. [Hai14, Lemma 10.3]) to obtain

:
1√
N

(Φ2)n+1 : = :
( 1√

N
Φ2
)n

:
1√
N

:Φ2 : − C(0)
4n

N (n+1)/2
:(Φ2)n :

− 4C2(0)
n(n− 1)

N (n+1)/2
:(Φ2)n−1 : − 2C2(0)

n

N (n−1)/2
:(Φ2)n−1 : .

Here, the second term on the RHS arises from one pair between the new :Φ2 : and one :Φ2 : in
:(Φ2)n : . The third term arises from two pairs between the new :Φ2 : and two :Φ2 : in :(Φ2)n : .
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The last term is from two pairs between the new :Φ2 : and one :Φ2 : in :(Φ2)n : . Since formally
:(Φ2)n : ∼ Nn/2, only the first term and the last term contribute and :( 1√

N
Φ2)n+1 : goes to

an/2Hn(a
−1/2Q)Q− naa(n−1)/2Hn−1(a

−1/2Q)

= a(n+1)/2Hn(a
−1/2Q)a−1/2Q− na(n+1)/2Hn−1(a

−1/2Q)

= a(n+1)/2Hn+1(a
−1/2Q),

with a = 2C2(0), where in the last equality we used Hn+1(x) = xHn(x) − nHn−1(x). This formal
calculation leads to the following natural “guess”: the limit of 1

Nn/2 :(Φ2)n : is given by:

:Qn :C = lim
ε→0

(2C2
ε (0))

n/2Hn((2C
2
ε (0))

−1/2Qn
ε )

=

⌊n/2⌋∑

l=0

(−C2 ∗G(0))l n!

(n− 2l)!l!2l
:Qn−2l : ,

(4.14)

where Cε = C ∗ ρε and Qε and ρε are as in Proposition 4.6. By Proposition 4.6 the limit in (4.14)
holds in C−κ P-a.s.. The second line of (4.14) follows from the definition of Hermite polynomials
(2.15) (see also [RZZ17, Lemma 3.4]).

To show that the above guess is indeed true, our next step is to find explicit solutions to the recursive
relation (3.16). In other words, we aim to provide an explicit formula for fn,k, n = (n1, . . . , nk) ∈ N

k

such that fn,k solves the following recursive relation

fn,k(y1, . . . , yk) +

∫
C2(y1 − z)fn̂,k+1(z, y1, . . . , yk)dz =

k∑

j=2

2njC
2(y1 − yj)fñj ,k(y1, . . . , yk), (4.15)

with n̂ = (1, n1 − 1, n2, . . . , nk) and ñj = (n1 − 1, n2, . . . , nj−1, nj − 1, nj+1, . . . , nk). To this end, we

introduce the following notation: denote by y the vector with
∑k

i=1 ni coordinates given by

y =
(
y1, . . . , y1︸ ︷︷ ︸

n1

, y2, . . . , yj , . . . , yj︸ ︷︷ ︸
nj

, . . . , yk−1, yk, . . . , yk︸ ︷︷ ︸
nk

)
,

and we write y(j) for its j-th coordinate where j = 1, · · · ,∑k
i=1 ni, for instance y(1) = y1. For

n = (n1, . . . , nk) ∈ N
k, k ∈ N, define

Fn,k(y1, . . . , yk)
def

=

{∑
π

∏∑k
i=1 ni/2

j=1 G(y(π(2j − 1))− y(π(2j))), for
∑k

i=1 ni even,

0, for
∑k

i=1 ni odd,
(4.16)

where π runs over all the pairing permutations of 1, . . . ,
∑k

i=1 ni such that y(π(2j − 1)) 6= y(π(2j))

for j = 1, . . . ,
∑k

i=1 ni/2. In plain words, each yj can only pair with some yi with i 6= j.

Formally Fn,k(y1, . . . , yk) denotes

E
( k∏

i=1

:Qni : (yi)
)
,

and for ϕi ∈ S(T2) with i = 1, . . . , k,

〈Fn,k(y1, . . . , yk), ϕ
⊗k〉 = E

( k∏

i=1

〈 :Qni : , ϕi〉
)
.

Lemma 4.8. The functions fn,k(y1, . . . , yk), k ∈ N,n = (n1, . . . , nk) ∈ N
k given by

⌊n1/2⌋∑

l1=0

· · ·
⌊nk/2⌋∑

lk=0

(−C2 ∗G(0))
∑k

i=1 li

k∏

i=1

ni!

(ni − 2li)!li!2li
Fn−2l,k(y1, . . . , yk) (4.17)

satisfies (4.15), where n− 2l = (n1 − 2l1, . . . , nk − 2lk).
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Using (4.14) and the above remark for Fn,k, it is easy to see that (4.17) is formally the k-point
function of :Qni :C , i.e.

E
( k∏

i=1

:Qni :C(yi)
)
.

Proof. We set L1 = (4.17). Formally we view Fn−2l,k(y1, . . . , yk) as

E
( k∏

i=1

:Qni−2li : (yi)
)
.

Now we check (4.15). The first term on the LHS of (4.15) is fn,k which is now denoted to be L1.

Now we consider the second term on the LHS of (4.15). Using (4.17) with n, k replaced by n̂, k+1,
fn̂,k+1(z, y1, . . . , yk) is given by

⌊n2/2⌋∑

l2=0

· · ·
⌊nk/2⌋∑

lk=0

⌊(n1−1)/2⌋∑

l1=0

(−C2 ∗G(0))
∑k

i=1 li

k∏

i=2

ni!

(ni − 2li)!li!2li
(n1 − 1)!

(n1 − 1− 2l1)!l1!2l1

× Fn̂−2l,k+1(z, y1, . . . , yk),

(4.18)

where n̂− 2l = (1, n1 − 1− 2l1, n2 − 2l2, . . . , nk − 2lk), and formally Fn̂−2l,k+1(z, y1, . . . , yk) equals

E
(
Q(z) :Qn1−1−2l1 : (y1)

k∏

i=2

:Qni−2li : (yi)
)
.

Hence, the term
∫
C2(y1 − z)fn̂,k+1(z, y1, . . . , yk)dz on the LHS of (4.15) can be written as

⌊n2/2⌋∑

l2=0

· · ·
⌊nk/2⌋∑

lk=0

⌊(n1−1)/2⌋∑

l1=0

(−C2 ∗G(0))
∑k

i=1 li

k∏

i=2

ni!

(ni − 2li)!li!2li
(n1 − 1)!

(n1 − 1− 2l1)!l1!2l1

×
∫
C2(y1 − z)Fn̂−2l,k+1(z, y1, . . . , yk)dz,

(4.19)

where the first line is the same constant as in (4.18) and we take convolution w.r.t. C2 for the second
line in (4.18).

Recall the definition of Fn̂−2l,k+1(z, y1, . . . , yk) from (4.16), where we have different pairs for points

z, y1, . . . , y1︸ ︷︷ ︸
n1−1−2l1

, y2, . . . , yj , . . . , yj︸ ︷︷ ︸
nj−2lj

, . . . , yk−1, yk, . . . , yk︸ ︷︷ ︸
nk−2lk

.

Note that we only have one occurrence of z. Indeed, considering the point z and its pairing with
different points leads to two different cases which we now discuss:

Case 1. Suppose that the point z pairs with y1. Then we have n1 − 1− 2l1 choices of different copies
of y1, which gives an extra factor n1 − 1− 2l1. In this case the rest of the points pair with each other.
Hence, we replace the second line of (4.19) by

(n1 − 1− 2l1)

∫
C2(y1 − z)G(z − y1)dzFn−2l−21,k(y1, . . . , yk)

= (n1 − 1− 2l1)C
2 ∗G(0)Fn−2l−21,k(y1, . . . , yk).

where n− 2l− 21 = (n1 − 2− 2l1, n2 − 2l2, . . . , nk − 2lk). We substitute this into (4.19) and get the
following expression as the first part of

∫
C2(y1 − z)fn̂,k+1(z, y1, . . . , yk)dz

L2
def

=

⌊n2/2⌋∑

l2=0

· · ·
⌊nk/2⌋∑

lk=0

⌊(n1−1)/2⌋∑

l1=0

(−C2 ∗G(0))
∑k

i=1 li

k∏

i=2

ni!

(ni − 2li)!li!2li
(n1 − 1)!

(n1 − 2− 2l1)!l1!2l1

× C2 ∗G(0)Fn−2l−21,k(y1, . . . , yk)1{l1 6=n1−1
2 }
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= −
⌊n2/2⌋∑

l2=0

· · ·
⌊nk/2⌋∑

lk=0

⌊n1/2⌋∑

l1=1

(−C2 ∗G(0))
∑k

i=1 li

k∏

i=2

ni!

(ni − 2li)!li!2li
(n1 − 1)!

(n1 − 2l1)!(l1 − 1)!2l1−1

× Fn−2l,k(y1, . . . , yk),

where the indicator function comes from the fact that for n1 odd and l1 = (n1−1)/2 there is no Q(y1)
to pair with Q(z). We changed variable by rewriting l1 + 1 as l1 in the second step.

Case 2. Suppose that the point z pairs with yj for fixed j ∈ {2, . . . , k} we also have nj − 2lj choices
of different copies yj . In this case the remaining points pair with each other. Hence, we replace the
second line of (4.19) by

(nj − 2lj)

∫
C2(y1 − z)G(z − yj)dzFn−2l−1j,k(y1, . . . , yk)

= (nj − 2lj)C
2 ∗G(y1 − yj)Fn−2l−1j ,k(y1, . . . , yk),

where

n− 2l− 1j = (n1 − 2l1 − 1, n2 − 2l2, . . . , nj−1 − 2lj−1, nj − 2lj − 1, nj+1 − 2lj+1, . . . , nk − 2lk).

We plug this into (4.19) and get the following expression as the second part of
∫
C2(y1−z)fn̂,k+1(z, y1,

. . . , yk)dz

L3
def

=
k∑

j=2

⌊ni/2⌋∑

li=0

i=2,...,k,i6=j

⌊(nj−1)/2⌋∑

lj=0

⌊(n1−1)/2⌋∑

l1=0

(−C2 ∗G(0))
∑k

i=1 li

k∏

i=2,i6=j

ni!

(ni − 2li)!li!2li

× (n1 − 1)!

(n1 − 1− 2l1)!l1!2l1
nj !

(nj − 1− 2lj)!lj !2lj

C2 ∗G(y1 − yj)× Fn−2l−1j ,k(y1, . . . , yk),

and we used the fact that for nj even and lj = nj/2 there is no point yj to pair with the point z and
we take sum for lj from 0 to ⌊(nj − 1)/2⌋. Formally we view Fn−2l−1j,k(y1, . . . , yk) as

E
(
:Qn1−1−2l1 : (y1) :Qnj−1−2lj : (yj)

k∏

i=2,i6=j

:Qni−2li : (yi)
)
.

Combining the above calculations, we obtain

LHS of (4.15) = L1 + L2 + L3.

We also observe that L1 and L2 involve the same term Fn−2l,k, but with different coefficients.
Hence, we have

L1 + L2 =

⌊n2/2⌋∑

l2=0

· · ·
⌊nk/2⌋∑

lk=0

⌊n1/2⌋∑

l1=1

(−C2 ∗G(0))
∑k

i=1 li

k∏

i=2

ni!

(ni − 2li)!li!2li

×
[ n1!

(n1 − 2l1)!l1!2l1
− (n1 − 1)!

(n1 − 2l1)!(l1 − 1)!2l1−1

]
Fn−2l,k(y1, . . . , yk)

+

⌊n2/2⌋∑

l2=0

· · ·
⌊nk/2⌋∑

lk=0

(−C2 ∗G(0))
∑k

i=2 li

k∏

i=2

ni!

(ni − 2li)!li!2li
Fn−2l,k(y1, . . . , yk)1{l1=0},

(4.20)

where the last line comes from the term L1 with l1 = 0, recalling that the final expression of L2 does
not have the term with l1 = 0. Using

n1!

(n1 − 2l1)!l1!2l1
− (n1 − 1)!

(n1 − 2l1)!(l1 − 1)!2l1−1
=

{
(n1−1)!

(n1−2l1−1)!l1!2l1
, l1 6 ⌊(n1 − 1)/2⌋

0, l1 = n1/2, n1 is even,
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the first term on the RHS of (4.20) can be written as

⌊n2/2⌋∑

l2=0

· · ·
⌊nk/2⌋∑

lk=0

⌊(n1−1)/2⌋∑

l1=1

(−C2 ∗G(0))
∑k

i=1 li

k∏

i=2

ni!

(ni − 2li)!li!2li
(n1 − 1)!

(n1 − 2l1 − 1)!l1!2l1
Fn−2l,k(y1, . . . , yk).

(4.21)

Note that the second term on the RHS of (4.20) precisely corresponds to the case l1 = 0 in (4.21).
Hence,

L1 + L2 =

⌊n2/2⌋∑

l2=0

· · ·
⌊nk/2⌋∑

lk=0

⌊(n1−1)/2⌋∑

l1=0

(−C2 ∗G(0))
∑k

i=1 li (4.22)

k∏

i=2

ni!

(ni − 2li)!li!2li
(n1 − 1)!

(n1 − 2l1 − 1)!l1!2l1
Fn−2l,k(y1, . . . , yk).

Now we consider the RHS of (4.15). Using 2C2 = C2 ∗G+G, we write the RHS of (4.15) as

k∑

j=2

njG(y1 − yj)fñj ,k(y1, . . . , yk) +

k∑

j=2

njC
2 ∗G(y1 − yj)fñj,k(y1, . . . , yk)

def

= R1 + R2. (4.23)

Also, using (4.17) with n replaced by ñj , fñj ,k(y1, . . . , yk) is written as

⌊ni/2⌋∑

li=0

i=2,...,k,i6=j

⌊(n1−1)/2⌋∑

l1=0

⌊(nj−1)/2⌋∑

lj=0

(−C2 ∗G(0))
∑k

i=1 li

k∏

i=2,i6=j

ni!

(ni − 2li)!li!2li

× (n1 − 1)!

(n1 − 1− 2l1)!l1!2l1
(nj − 1)!

(nj − 1− 2lj)!lj !2lj

× Fn−2l−1j ,k(y1, . . . , yk).

(4.24)

We plug (4.24) into the first term of (4.23) and have

R1 =
k∑

j=2

⌊ni/2⌋∑

li=0

i=2,...,k,i6=j

⌊(n1−1)/2⌋∑

l1=0

⌊(nj−1)/2⌋∑

lj=0

(−C2 ∗G(0))
∑k

i=1 li

k∏

i=2,i6=j

ni!

(ni − 2li)!li!2li

× (n1 − 1)!

(n1 − 1− 2l1)!l1!2l1
nj !

(nj − 1− 2lj)!lj !2lj

G(y1 − yj)× Fn−2l−1j ,k(y1, . . . , yk).

We observe that the only difference between the expression for fñj,k and the previous expression is
the additional constant nj in the second line and the inclusion of G(y1 − yj) in the third line.

We then compare R1 with L1 +L2 in (4.22). Consider the term Fn−2l,k(y1, . . . , yk) in L1 +L2, we
fix one y1 and pair it with yj for fixed j = 2, . . . , k and we have nj − 2lj choices of yj and the rest
points pair with each other. For fixed j, we could replace Fn−2l,k(y1, . . . , yk) in (4.22) by

(nj − 2lj)G(y1 − yj)× Fn−2l−1j ,k(y1, . . . , yk).

Hence, we could write L1 + L2 as

k∑

j=2

⌊ni/2⌋∑

li=0

i=2,...,k,i6=j

⌊(n1−1)/2⌋∑

l1=0

⌊(nj−1)/2⌋∑

lj=0

(−C2 ∗G(0))
∑k

i=1 li

k∏

i=2,i6=j

ni!

(ni − 2li)!li!2li

× (n1 − 1)!

(n1 − 1− 2l1)!l1!2l1
nj !

(nj − 1− 2lj)!lj !2lj

G(y1 − yj)× Fn−2l−1j ,k(y1, . . . , yk),
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which is exactly R1. We then have R1 = L1 + L2.

For the second term in (4.23) we also plug (4.24) into it and have

R2 =

k∑

j=2

⌊ni/2⌋∑

li=0

i=2,...,k,i6=j

⌊(n1−1)/2⌋∑

l1=0

⌊(nj−1)/2⌋∑

lj=0

(−C2 ∗G(0))
∑k

i=1 li

k∏

i=2,i6=j

ni!

(ni − 2li)!li!2li

× (n1 − 1)!

(n1 − 1− 2l1)!l1!2l1
nj !

(nj − 1− 2lj)!lj !2lj

C2 ∗G(y1 − yj)× Fn−2l−1j ,k(y1, . . . , yk),

which is equal to L3. Thus we have L1 + L2 + L3 = R1 +R2, which verifies (4.15). �

Proposition 4.9. The solutions to the recursive relation (3.16) are unique.

Proof. For n = (1, . . . , 1), fn,k are given in Lemma 4.3. Now we consider general n = (n1, . . . , nk)
and use (3.16) to find fn,k determined by fn̂,k+1 and fñj,k with n̂ = (1, n1 − 1, n2, . . . , nk) and
ñj = (n1 − 1, n2, . . . , nj−1, nj − 1, nj+1, . . . , nk), j = 2, . . . , k. For fn̂,k+1 it satisfies

fn̂,k+1(z, y1, . . . , yk) +

∫
C2(z − z1)fn̂,k+1(z1, y1, . . . , yk)dz1

=

k∑

j=1

2njC
2(z − yj)f˜̂nj ,k

(y1, . . . , yk),

where ˜̂n1 = (n1 − 2, n2, . . . , nk) and ˜̂nj = ñj for j > 2 and we omit test functions for notation
simplicity. By utilizing Fourier transform, we can observe that fn̂,k+1 is determined by f˜̂nj,k. This

implies that fn,k is determined by fñj,k and f˜̂nj ,k
. Comparing n with ñj and ˜̂n, we can see that ñj

and ˜̂n have fewer points y1 or yj . By repeating these steps, we can continue to reduce the number of
points until we arrive at fj with j 6 k. As a result, we conclude that fn,k is determined by fj with
j 6 k. This proves the claimed uniqueness. �

Theorem 4.10. Let m be as in Lemma 2.1. For n = (n1, . . . , nm) ∈ N
m,m ∈ N,

{( 1

Nn1/2
:(Φ2)n1 : , · · · , 1

Nnm/2
:(Φ2)nm :

)}
N

converges in law to

( :Qn1 :C , · · · , :Qnm :C),

with

:Qn :C
def
=

[n/2]∑

l=0

(−C2 ∗G(0))l n!

(n− 2l)!l!2l
:Qn−2l : , n ∈ N.

Proof. By Proposition 2.5,
{( 1

Nn1/2
:(Φ2)n1 : , · · · , 1

Nnk/2
:(Φ2)nk :

)}
N

is tight in (H−κ)k and the k-point correlation functions k = (k1, · · · , kk) of every tight limit satisfies
(3.16) with n replaced by

nk = (n1, · · · , n1︸ ︷︷ ︸
k1

, n2, · · · , nj, · · · , nj︸ ︷︷ ︸
kj

, · · · , nk, . . . , nk︸ ︷︷ ︸
kk

).

By Proposition 4.9 we know that the solutions to (3.16) are unique. The unique solution is given by
(4.17) with n replaced by nk. By Wick’s Theorem this is exactly the k-point function of

( :Qn1 :C , · · · , :Qnm :C).
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Hence, the result follows. �

5. 1/N expansion of the k-points functions of 1√
N

:Φ2 :

In this section we derive the 1/N expansion for fN
k , k ∈ N, i.e. the k-points functions of 1√

N
:Φ2 :

defined in (1.6) and give a proof of Theorem 1.2. We will frequently use the recursions obtained in
Section 3, and our induction arguments will rely on graphic notation to represent various terms arising
from the recursions.

Our approach here is similar but more sophisticated than [SZZ21] which studied the perturbative
expansion for (single component) λΦ4 model. In [SZZ21], one iteratively applies IBP to correlation
functions in order to either decrease the number of Φ or produce terms of higher orders in λ, and this
generates the perturbative expansion (in λ) such that each term is an expression only depending on
the Green’s function C = (m −∆)−1, except for the remainder. One can keep track of the structure
of the remainder by graphs. One then applies SPDE estimates to bound the remainder which requires
a procedure to find a spanning tree from the graph.

Here, in order to obtain a 1/N expansion, we first analyze the structure of each term obtained from
IBP. Specifically, we apply two types of IBP or recursions (Lemma 3.1 and Lemma 3.2) to classify
the terms into two categories. We then reduce the number of Φ2 in each graph by repeating the IBP
procedure multiple times. Next, we analyze the parity (evenness or oddness) of the number of Φ2 in
each term when performing the 1√

N
expansion. Each odd graph can be reduced to the product of

1√
N
E :Φ2 : and a function only depending on C. Since E :Φ2 : is of order 1, this analysis allows us

to prove that all the odd parts are of order 1√
N

and provides the 1/N expansion.

Our graphic notation here is close to [SZZ21]. We denote Cε by a line. We will also use wavy lines
to represent the field Φ. More precisely, single / double / triple wavy lines represent Φ1,

1√
N

:Φ2 :

and 1√
N

:Φ1Φ
2 : respectively. With this graphic notation, for instance, (3.7) in Lemma 3.2 in the

case k = 4 and n1 = · · · = n4 = 1 can be represented by

+ (1 +
2

N
)

= 2

(
+ +

)
+N−1Qε

N,n

(5.1)

Here, in the second graph on LHS, the “new” vertex (i.e. the vertex in the middle) corresponds to an
integration variable over space. The Qε

N,n terms defined in (3.10) can be also represented graphically,
for instance

Q4,ε
N,n =

√
N (5.2)

Here the factor
√
N arises from the factor 1

N2 in (3.10) and the 5 points which carry double or triple
wavy lines.

In general, given a graph G, we write G = (VG, EG) or simply G = (V,E) where V is the set of
vertices and E is the set of edges. We denote by |V |, |E| the cardinalities of these sets, namely the
number of vertices and edges. Here for any two distinct vertices u, v ∈ V , we allow multiple edges
between u and v (namely we allow ‘multigraphs’ in the language of graph theory). However, we will
assume throughout the paper that our graphs do not have self-loops, i.e. there is not any edge of the
form {u, u} for u ∈ V . For every v ∈ VG we denote by deg(v) (called the “degree” of v) the number
of Cε-lines adjacent to v (we do not count wavy lines attached to v).
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Definition 5.1. For each ℓ > 0, k ∈ N we define Hk
ℓ to be the set of all the graphs G = (V,E) such

that

(1) |V | = ℓ+ k

(2) there are k “special points” {u∗m,m = 1, . . . , k} in V with deg(u∗m) ∈ {0, 1, 2},
(3) deg(v) ∈ {1, 2, 3, 4} for every v ∈ V \{u∗m,m = 1, . . . , k} and

(4) there are two points or no point with odd degree.

We also denote by Hk,1
ℓ the set of all the graphs satisfying (1)(2)(3) and such that all the points

have even degrees, and Hk,2
ℓ the set of all the graphs satisfying (1)(2)(3) and such that only two points

have odd degrees. In particular Hk
ℓ = Hk,1

ℓ ∪Hk,2
ℓ .

For any such graph we will write V ∂
G = {u∗m,m = 1, . . . , k} and V 0

G = VG\V ∂
G .

For G ∈ Hk
ℓ we also write

nΦ(G) := 4ℓ+ 2k −
∑

v∈V

deg(v).

For instance, all the graphs in (5.1) belong to Hk,1
ℓ for k = 4, where ℓ = 0 except for the second

graph on the LHS where ℓ = 1. The graph (5.2) belongs to Hk,2
ℓ for k = 4 and ℓ = 2. The number

nΦ(G) simply counts the number of wavy lines in the graph G, and by definition nΦ(G) is even.

We define a mapping from Hk
ℓ to the set of all functions in {xu∗

m
}km=1, which maps G ∈ Hk

ℓ to

IG(x1, . . . , xk) =

∫ ( ∏

{u,v}∈EG

Cε(xu, xv)
)
N

− 1
2 (

∑
u∗
m∈V ∂

T
⌊1−deg(u∗

m)/2⌋+∑
z∈V 0

G
⌊2−deg(z)/2⌋)

E
( ∏

u∗
m∈V ∂

G

:Φ
2−deg(u∗

m)
ε : (xm)

∏

z∈V 0
G

:Φ4−deg(z)
ε : (xz)

) ∏

z∈V 0
G

dxz, (5.3)

where xm = xu∗
m
. Here we write :Φε : = Φ1,ε and :Φ3

ε : = :Φ1,εΦ
2
ε : as shorthand notation.

Remark 5.2. Compared to [SZZ21], the IBP for observables here is more complicated, and we need
to utilize the symmetry property in the IBP. In the following discussion, we only make use of the IBP
presented in Lemma 3.1, Lemma 3.2, and Lemma 4.2. These lemmas provide us with terms in the
form of IG which involve either two or zero instances of :Φ1Φ

2 : or Φ1, while all the other factors
consist of :Φ2 : only. Specifically, for G ∈ Hk,1, IG refers to a term that solely involves :Φ2 : ; and
for G ∈ Hk,2, IG denotes a term that includes not only :Φ2 : but also two instances of :Φ1Φ

2 : or
Φ1. This motivates item (4) in Definition 5.1.

Before proceeding, we note that both terms in the LHS of (4.1) involve fN
k,ε. To handle this part

we introduce an operator

Kf
def

= (I + C2 ∗ ·)−1f, f ∈ L2(T2), (5.4)

where I is the identity operator and its discrete version

Kεf
def

= (I + C2
ε ∗ ·)−1f, f ∈ L2,ε(Λε). (5.5)

We could write Kf as

Kf(x) =

∫

R2

K(x− y)f(y)dy, K(x− y) = δ(x− y) + L(x− y), x, y ∈ T
2,

with L ∈ Lp(R2), p > 2, where we view f as periodic function on R
2. Similar for the discrete operator

Kε. These results are proved in Lemma A.6 and Lemma A.7 in Appendix.

In addition, we introduce edges for the kernel K in the graphs. Let G = (VG, EG) ∈ Hk
ℓ , and we

construct a new graph Ge = (VGe , EGe), where VGe = VG ∪ V s
Ge with V s

Ge representing the set of
points y1, . . . , yq, where q ∈ {0, . . . , ℓ + k}. We choose a set of points V ∗ = {u1, . . . , uq} ⊂ VG such
that each ui has a full degree. Specifically, for ui ∈ V ∂

G , we have deg(ui) = 2, and for ui ∈ V 0
G, we have
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deg(ui) = 4. The set of edges EGe is obtained by modifying two edges in EG that connect to each point

ui, replacing them with edges that connect to yi, and adding edges in E1
Ge

def

= {{ui, yi} : i = 1, . . . , q}.
More precisely:

• For ui with deg ui = 2, the edges {ui, vi}, {ui, xi} for vi, xi ∈ VG are replaced by {ui, yi}, {yi, vi},
{yi, xi};

• For ui with deg ui = 4, we choose two points vi, xi connecting with ui and the edges {ui, vi},
{ui, xi} for vi, xi ∈ VG are replaced by {ui, yi}, {yi, vi}, {yi, xi}.

The following Figure 1 demonstrates the first change. The second one is similar by adding two other
lines connecting ui (see also Figure 2 for an example).

ui

vixi
=⇒

ui

yi

vixi

Figure 1. An illustration for changing from G to Ge

The advantage of introducing K can be explained with the example (5.1). Rewriting (5.1) as

+ = 2

(
+ +

)
+ (· · · )

where (· · · ) stands for O( 1√
N
) and O( 1

N ) terms, we can “solve” the first term by applying K:

= 2

(
+ +

)
+ (· · · ).

We denote the set of such graphs Ge = (VGe , EGe) as Hk
ℓ,q. We also set nΦ(G

e) = nΦ(G). Here, q

represents the number of times we apply the operators K. Additionally, we define Hk,i
ℓ,q as the set of

graphs Ge = (VGe , EGe) when G ∈ Hk,i
ℓ for i = 1, 2.

Finally, we define Gk
ℓ,q as the set of all graphs G = (V,E) ∈ Hk

ℓ,q such that nΦ(G) = 0. We then
write

Gk def

= ∪ℓ>0 ∪k+ℓ
q>0 Gk

ℓ,q, Hk,i def

= ∪ℓ>0 ∪k+ℓ
q>0 H

k,i
ℓ,q (i = 1, 2), and Hk = ∪2

i=1Hk,i.

For Ge ∈ Hk
ℓ,q we also define

IGe(x1, . . . , xk) =

∫ ( ∏

{u,v}∈EGe\E1
Ge

Cε(xu, xv)
)( ∏

{u,y}∈E1
Ge

Kε(xu, xy)
)

×N
− 1

2

(∑
u∗
m∈V ∂

T
⌊1−deg(u∗

m)/2⌋+∑
z∈V 0

G
⌊2−deg(z)/2⌋

)
(5.6)

E
( ∏

u∗
m∈V ∂

G

:Φ
2−deg(u∗

m)
ε : (xm)

∏

z∈V 0
G

:Φ4−deg(z)
ε : (xz)

) ∏

z∈V 0
G

dxz
∏

y∈V s
G

dxy ,

where Kε is the discrete kernel of (I +C2
ε∗)−1. We note that for G ∈ Gk, IG is independent of N and

Φ.

In the following lemma we prove a 1/
√
N expansion for fN

k,ε. Strictly speaking we will not directly

use this lemma and we will eventually be interested in the 1/N expansion, but the proof of this lemma
serves as important start-point for the later proofs.
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Lemma 5.3. For any k > 1 and p > −1 we have the following representation for the k-point
correlation

fN
k,ε =

p∑

n=0

1

Nn/2
F k
n,ε +

1

N (p+1)/2
Rk

p+1,ε, (5.7)

where the graphs associated with F k
n,ε belong to Gk, and the graphs associated with Rk

p+1,ε belong to

Hk. The functions F k
n,ε are independent of N .

We remark that in the lemma, when p = −1, in which case the ‘empty’ sum in (5.7) is understood
as 0 by standard convention, (5.7) trivially holds which states that fN

k,ε = Rk
0,ε where Rk

0,ε can be

indeed associated with a graph in Hk
0 , that is, the graph with only k vertices and no edge.

The proof requires Lemma 3.1 which we present using graphs. For each G ∈ Hk,2
ℓ,q , there are

two vertices, denoted by v1, v2, whose degrees are 1, see (5.2) for an example. We define a map

σ : Hk,2
ℓ,q → Hk,1

ℓ,q by

Vσ(G)
def

= VG, Eσ(G)
def

= EG ⊔ {v1, v2}.

It is easy to see that nΦ(σ(G)) = nΦ(G) − 2. In other words for G ∈ Hk,2, IG only involves two
:Φ1Φ

2 : or Φ1, and Iσ(G) means connecting these two vertices by the kernel C and replacing :Φ1Φ
2 :

or Φ1 by :Φ2 : or 1, respectively. For instance the graph (5.2) under the map σ becomes

√
N

Proof of Lemma 5.3. We omit ε in the proof. Assume that for a fixed integer p > 0 we have already
shown that

fN
k =

p−1∑

n=0

1

Nn/2
F k
n +

1

Np/2
Rk

p, Rk
p =

∑

G∈Hk

nΦ(G)∈[0,m]∩2Z

rGIG (5.8)

for some m ∈ 2Z which may depend on p, and some coefficients rG ∈ R and rG may involve 1√
N
. We

then prove that the same holds with p replaced by p+ 1, with updated values of m and rG.

Now we consider for each G ∈ Hk,1
ℓ,q such that nΦ(G) = m. Using Lemma 3.2 the term IG can be

written as

IG + C2 ∗ IG =
∑

G′∈Hk,1
ℓ,q

nΦ(G′)=m−4

aG′IG′ +
1√
N

( ∑

G′′∈Hk,2
ℓ,q

nΦ(G′′)=m−4

aG′′IG′′ +
∑

G′′∈Hk,2
ℓ+1,q

nΦ(G′′)=m

aG′′IG′′

+
∑

G′′∈Hk,2
ℓ+2,q

nΦ(G′′)=m+4

aG′′IG′′

)
+

1

N

∑

G′′∈Hk,1

nΦ(G′′)=m

aG′′IG′′ ,

(5.9)

for some coefficients aG′ , aG′′ ∈ R independent of N , where C2∗ means the convolution of one :Φ2 :

with the kernel C2. Here, the terms with coefficients 1/
√
N correspond to the terms in Qε

N,n in

Lemma 3.2. Additionally, we express N+2
N in (3.7) as 1 + 2

N , and the terms with coefficients 1/N in

(5.9) are derived from the part in (3.7) with coefficients 2
N .
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Applying the kernel K on both sides of (5.9), we then have for G ∈ Hk,1
ℓ,q with nΦ(G) = m

IG =
∑

G′∈Hk,1
ℓ,q+1

nΦ(G′)=m−4

aG′IG′ +
1√
N

( ∑

G′∈Hk,2
ℓ,q+1

nΦ(G′)=m−4

aG′IG′ +
∑

G′′∈Hk,2
ℓ+1,q+1

nΦ(G′′)=m

aG′′IG′′

+
∑

G′′∈Hk,2
ℓ+2,q+1

nΦ(G′′)=m+4

aG′′IG′′

)
+

1

N

∑

G′′∈Hk

aG′′IG′′ ,

(5.10)

where we simply changed each graph from Hk,i
·,q , i = 1, 2, to a graph in Hk,i

·,q+1, i = 1, 2. When we
apply the operator K to both IG′ and IG′′ , we select the same variable as used in the convolution with
C2. In the case where the degree of the point corresponding to this variable is 4, there are a total
of 4 instances of this variable. However, we only perform the convolution with K on two of these 4
variables, which are the points from the term :Φ2 : .

We note that the first term on the RHS of (5.10) has smaller values of nΦ. For m = 4i with i ∈ N,

applying the above procedure i times for the first term on the RHS of (5.10), we get for G ∈ Hk,1
ℓ,q

with nΦ(G) = m

IG =
∑

G′∈Gk,1
ℓ,q+i

aG′IG′ +
1√
N

∑

G′′∈Hk

rG′′IG′′ , (5.11)

where aG′ are independent of N and we merge the terms with coefficients 1√
N

and 1
N , and rG′′ may

depend on 1√
N
. 4 Note that G′ ∈ Gk,1

ℓ,q+i here implies that IG′ does not involve Φ and only depends

on C. For m = 4i+ 2 applying the above procedure i times, we get for G ∈ Hk,1
ℓ,q

IG =
( ∑

G′∈Gk,1
ℓ−1,q+i

aG′IG′ +
∑

G′∈Gk−1,1
ℓ,q+i

aG′IG′

) 1√
N

E( :Φ2 : ) +
1√
N

∑

G′′∈Hk

rG′′IG′′

where aG′ are independent of N and rG′′ may depend on 1/
√
N . Using (4.4) we have

E( :Φ2 : ) = IG′ +
1

N
a′E( :Φ2 : ),

with G′ ∈ H1 and some constant a′ ∈ R independent of N . Then we can write

IG =
1√
N

∑

G′′∈Hk

rG′′IG′′ , (5.12)

with updated rG′′ and G′′, where rG′′ may depend on 1√
N

and 1
N .

For each G ∈ Hk,2
ℓ,q with nΦ(G) = m ∈ N, using Lemma 3.1 we can write IG as

IG = Iσ(G) +
1√
N

( ∑

G′′∈Hk,2
ℓ,q

nΦ(G′′)=m−2

aG′′IG′′ +
∑

G′′∈Hk,2
ℓ+1,q

nΦ(G′′)=m+2

aG′′IG′′

)
+

1

N
aσ(G)Iσ(G), (5.13)

with aσ(G) = 2 or 0. By substituting the RHS of (5.11) and (5.12) into the first term of (5.13), we

observe that equations (5.11) and (5.12) also remain valid for G ∈ Hk,2
ℓ,q . Substituting (5.11) and

(5.12) into Rk
p in (5.8) and recalling again that for any G ∈ Gk the corresponding IG is independent

of N and Φ, the result follows. �

4Here and in the sequel, when we say that r may depend on 1
√

N
, we mean r = r̄ + 1

√

N
r̃ where r̄ and r̃ are

independent of N . Statements such as “depend on 1

N
” etc are understood in similar way.
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To obtain the 1
N expansion, we need to delve deeper into IBP and analyze the parity (oddness or

evenness) of the number of Φ2 terms present in IG. To this end we denote by nG the number of Φ2

factors in IG. We also view Φ1Φ
2 as involving one Φ2 term. It is straightforward to observe that nG

can be equivalently defined as

nG =
1

2
nΦ(G), for G ∈ Hk,1 (i.e. IG has no :Φ1Φ

2 : ),

nG =
1

2
(nΦ(G) − 2), for G ∈ Hk,2 (i.e. IG has two :Φ1Φ

2 : or Φ1).

In the following proof, we will omit the subscript in Hk,i and focus more on the parity of nG. In
the sequel we also use aG′ , aG′′ as suitable constants independent of N , which may change from line
to line.

Lemma 5.4. For G ∈ Hk, k ∈ N, with nG = m ∈ N, it holds that for every n ∈ N

IG =
∑

G′∈Hk,1

nG′=m−2

aG′IG′ +
n+1∑

i=1

1

N i/2

∑

G′′∈Hk,1

nG′′∈2Z+m−i

aG′′IG′′ +
1

Nn/2

∑

G′′∈Hk,2

nG′′∈2Z+m−n

aG′′IG′′ , (5.14)

for suitable aG′ , aG′′ ∈ R independent of N . Here all the sums are over finitely many terms since k is
fixed and at each vertex the degree plus the number of wavy lines is not allowed to exceed 4.

Remark that although the above lemma is proved for arbitrary n, we will only need n = 1, 2 later.

Proof. We first prove that for G ∈ Hk,1 with nG = m

IG + C2 ∗ IG =
∑

G′∈Hk,1

nG′=m−2

aG′IG′ +

n+1∑

i=1

1

N i/2

∑

G′′∈Hk,1

nG′′∈2Z+m−i

aG′′IG′′ +
1

Nn/2

∑

G′′∈Hk,2

nG′′∈2Z+m−n

aG′′IG′′ . (5.15)

We write (5.9) for G ∈ Hk,1 with nG = m as

IG + C2 ∗ IG =
∑

G′∈Hk,1

nG′=m−2

aG′IG′ +
1√
N

∑

j=−1,1,3

∑

G′′∈Hk,2

nG′′=m−j

aG′′IG′′

+
1

N

∑

j=2,0

∑

G′′∈Hk,1

nG′′=m−j

aG′′IG′′ .

(5.16)

Hence, (5.15) holds with n = 1. In the following, we suppose that (5.15) holds and prove that it holds
with n replaced by n+ 1.

We write (5.13) for G ∈ Hk,2 with nG = m

IG = Iσ(G) +
1√
N

∑

j=−1,1

∑

G′′∈Hk,2,
nG′′=m−j

aG′′IG′′ +
1

N
aσ(G)Iσ(G). (5.17)

From (5.16) and (5.17), we observe the following patterns: For the order 1√
N

terms, when we perform

IBP we either add or eliminate an odd number of Φ2 factors in IG′ . This changes the parity of nG.
On the other hand, for the order 1

N term, when we perform IBP we either add or eliminate an even

number of Φ2 factors in IG′ . This does not change the parity of nG.

These observations show a relation between the order of the term and the change in the parity of
nG, indicating how the number of Φ2 terms is affected during the expansion.
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Using (5.17), we write the last term in (5.15) as

1

Nn/2

∑

G′′∈Hk,1

nG′′∈2Z+m−n

aG′′IG′′ +
1

N (n+1)/2

∑

G′′∈Hk,2

nG′′∈2Z+m−n−1

aG′′IG′′ +
1

N (n+2)/2

∑

G′′∈Hk,1

nG′′∈2Z+m−2−n

aG′′IG′′ ,

where we take sum for finite terms. Using this to replace the last terms in (5.15), we obtain (5.15)
with n replaced by n + 1. Applying the operator K on both sides of (5.15) we obtain (5.14) for
G ∈ Hk,1.

For G ∈ Hk,2 with nG = m we use (5.17) and similar induction as above to have

IG =
∑

G′∈Hk,1

nG′=m

aG′IG′ +

n+1∑

i=1

1

N i/2

∑

G′′∈Hk,1

nG′′∈2Z+m−i

aG′′IG′′ +
1

Nn/2

∑

G′′∈Hk,2

nG′′∈2Z+m−n

aG′′IG′′ .

Applying (5.14) to the IG′ in the first term of the RHS, we can lower the value of nG′ and we obtain
(5.14) for G ∈ Hk,2. �

In the following, we will apply (5.14) of Lemma 5.4 with n = 1 and n = 2 to derive a more detailed
decomposition of IG for G ∈ Hk. This refined decomposition will be useful for the induction argument
in the 1/N expansion.

Lemma 5.5. For G ∈ Hk with nG ∈ 2Z, one has

IG =
∑

G′∈Gk

aG′IG′ +
1

N

∑

G′′∈Hk

nG′′∈2Z

aG′′IG′′ +
1

N3/2

∑

G′′∈Hk,1

nG′′∈2Z+1

aG′′IG′′ +
1

N2
E( :Φ2 : )

∑

G′∈G
aG′IG′ (5.18)

for suitable aG′ , aG′′ ∈ R independent of N . For G ∈ Hk with nG ∈ 2Z− 1, one has

IG =
1√
N

∑

G′∈Hk

nG∈2Z

aG′IG′ +
1

N

∑

G′′∈Hk

nG′′∈2Z+1

aG′′IG′′ +
1

N3/2
E( :Φ2 : )

∑

G′∈G
aG′IG′ (5.19)

for suitable aG′ , aG′′ ∈ R independent of N . The sums above are all over finitely many terms.

Proof. Denote m = nG for the graph G given in the lemma. We consider the case m ∈ 2N, and apply
(5.14) m/2 times for the first term on the RHS of (5.14) with n = 2 (i.e. iteratively substitute IG′

therein by the RHS of (5.14)). We have

IG =
∑

G′∈Gk

aG′IG′ +

3∑

i=1

1

N i/2

∑

G′′∈Hk,1

nG′′∈2Z+i

aG′′IG′′ +
1

N

∑

G′′∈Hk,2

nG′′∈2Z

aG′′IG′′ . (5.20)

Here we get some terms with coefficients 1
Ni/2 , i = 1, 2, 3 coming from the repetitive applications of

(5.14) to the first term in (5.14), which can be incorporated into the corresponding terms in (5.14)
with the same coefficients 1

Ni/2 , i = 1, 2, 3. In the first term we have G′ ∈ Gk now, because each
iteration decreases nG′ by 2.

From (5.20) we find that for i odd nG′′ is also odd for the associated IG′′ with coefficient 1
Ni/2 . As

noted in (5.12) and (5.13) for nG odd, IG is of order 1√
N
. This observation is helpful because it allows

us to convert these terms to the order of 1
N(i+1)/2 .

Turning to the case m ∈ 2N− 1, we apply (5.14) (m− 1)/2 times for the first term on the RHS of
(5.14) with n = 1 to have

IG =
∑

G′∈Hk

nG=1

aG′IG′ +
2∑

i=1

1

N i/2

∑

G′′∈Hk,1

nG′′∈2Z+i−1

aG′′IG′′ +
1

N1/2

∑

G′′∈Hk,2,
nG′′∈2Z

aG′′IG′′ .
(5.21)
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Using (4.4) we have
1√
N

E( :Φ2 : ) =
1√
N

IG′ +
1

N3/2
a′E( :Φ2 : ), (5.22)

with G′ ∈ H1,2, nG′ = 2 given by

and this applied to the first term on the RHS of (5.21) implies that for m ∈ 2N− 1

IG =

2∑

i=1

1

N i/2

∑

G′′∈Hk,1,
nG′′∈2Z+i−1

aG′′IG′′ +
1

N1/2

∑

G′′∈Hk,2,
nG′′∈2Z

aG′′IG′′ +
1

N3/2
E( :Φ2 : )

∑

G′∈G
aG′IG′ , (5.23)

which gives (5.19). Using (5.23) for the terms IG′′ in (5.20) with coefficient 1
N1/2 we obtain

IG =
∑

G′∈Gk

aG′IG′ +
1

N

∑

G′′∈Hk,1,
nG′′∈2Z

aG′′IG′′ +
1

N

∑

G′′∈Hk,2,
nG′′∈2Z

aG′′IG′′

+
1

N3/2

∑

G′′∈Hk,1,
nG′′∈2Z+1

aG′′IG′′ +
1

N2
E( :Φ2 : )

∑

G′∈G
aG′IG′ ,

(5.24)

which is just (5.18). �

Now we are in a position to prove 1/N expansion of fN
k,ε.

Lemma 5.6. For any k > 1 and p > 1 we have the following representation for the k-point correlation

fN
k,ε =

p∑

n=0

1

Nn
F k,1
n,ε +

1

Np+1
Rk,1

p+1,ε, k ∈ 2N, (5.25)

and

fN
k,ε =

p∑

n=0

1

Nn+1/2
F k,2
n,ε +

1

Np+3/2
Rk,2

p+1,ε, k ∈ 2N− 1, (5.26)

where the graphs associated with F k,1
n,ε , F

k,2
n,ε belong to Gk, and the functions F k,1

n,ε , F
k,2
n,ε are independent

of N .

Moreover Rk
p+1,ε can be decomposed as the sum of finitely many terms of the form bGIG with

nG ∈ 2Z and 1√
N
bG′IG′ with nG′ ∈ 2Z + 1 and 1

N IG′E( :Φ2 : ). Here bG and bG′ are constants

independent of N .

Proof. We omit ε in the proof. By (5.18), one has (5.25) for p = 0. Now we prove (5.25) by induction.
Assume that for a fixed integer p > 0 we have already shown that

fN
k =

p−1∑

n=0

1

Nn
F k,1
n +

1

Np
Rk,1

p ,

Rk,1
p =

∑

G∈Hk

nG∈[0,m1]∩2Z

bGIG +
1√
N

∑

G′∈Hk

nG′∈[0,m2]∩(2Z+1)

bG′IG′ +
1

N
E( :Φ2 : )

∑

G′∈G
aG′IG′ , k ∈ 2N,

(5.27)

for some m1 ∈ 2N,m2 ∈ 2N − 1 which may depend on p, and some coefficients bG, bG′ , aG′ ∈ R

independent of N . We then prove that the same holds with p replaced by p+ 1, with updated values
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of m1,m2 and bG, bG′ , aG′ . In (5.27), we apply (5.18) to IG, apply (5.19) to IG′ , and apply (5.22) to
E( :Φ2 : ). We then obtain

Rk,1
p =

∑

G∈Gk

bGIG +
1

N

∑

G∈Hk

nG∈[0,m1]∩2Z

bGIG +
1

N3/2

∑

G∈Hk

nG∈[0,m2]∩2Z+1

bGIG +
1

N2
E( :Φ2 : )

∑

G′∈G
aG′IG′ .

We plug this into the first equality in (5.27) and obtain that (5.27) holds with p+ 1. Using the fact
that IG, G ∈ G only depends on C, K and is independent of N , (5.25) follows.

For k odd, we first prove that (5.26) holds with p = 0. Using (5.19) we have

fN
k =

1√
N

∑

G′∈Hk,
nG∈2Z

aG′IG′ +
1

N

∑

G′′∈Hk,
nG′′∈2Z+1

aG′′IG′′ +
1

N3/2
E( :Φ2 : )

∑

G′∈G
aG′IG′ ,

Applying (5.19) again for IG′′ and using (5.22) to replace E( :Φ2 : ), we obtain for k odd

fN
k =

1√
N

∑

G′∈Hk,
nG∈2Z

aG′IG′ +
1

N3/2

∑

G′∈Hk,
nG∈2Z

aG′IG′

+
1

N2

∑

G′′∈Hk,
nG′′∈2Z+1

aG′′IG′′ +
1

N5/2
E( :Φ2 : )

∑

G′∈G
aG′IG′ ,

with updated cofficients aG′ , aG′′ independent of N . Applying (5.18) for IG′ from the first term on
the RHS, we obtain (5.26) with p = 0.

We then assume that for a fixed integer p > 0 we have already shown that

fN
k =

p∑

n=0

1

Nn+1/2
F k,2
n +

1

Np+3/2
Rk,2

p ,

Rk,2
p+1 =

∑

G∈Hk

nG∈[0,m1]∩2Z

bGIG +
1√
N

∑

G′∈Hk

nG′∈[0,m2]∩(2Z+1)

bG′IG′ +
1

N
E( :Φ2 : )

∑

G′∈G
aG′IG′ , k ∈ 2N,

(5.28)

for some m1 ∈ 2N,m2 ∈ 2N − 1 which may depend on p, and some coefficients bG, bG′ ∈ R. Using
(5.18), (5.19) and (5.22) again, (5.28) holds with p replaced by p+ 1, with updated values of m1,m2

and bG, bG′ . Hence, (5.26) follows. �

To extend Lemma 5.6 to the continuum setting, and prove Proposition 5.9 below, we follow a similar
approach as presented in [SZZ21]. The proof strategy involves reducing each graph from Lemma 5.6
to a tree and then employing inductive arguments to obtain the desired estimates. Similarly as in
[SZZ21] we repeatedly apply IBP (3.3); and in this procedure, we use red color for the new line
appearing for the last term in (3.3) and use green color for the new line appearing for the first term
on the LHS of (3.3). However, we also have new operators K here, which correspond to the new lines
in E1

Ge , and we color them in blue. As mentioned in Remark 5.2, here in our case, we only apply the
versions of IBP as given by Lemma 3.1, Lemma 3.2 and Lemma 4.2. As a consequence,

• we use red color for the new line for C corresponding to I in (3.5) and (3.8) and Eq. (4.4);
• we use green color for the other new line for C from (3.5) and (3.8);
• we use blue color for the new lines in E1

Ge corresponding to K.

Since the aforementioned lemmas are all applications of IBP (3.3), the coloring rule here is essentially
the same as [SZZ21], except that we have a new blue color. We emphasize that we do not change the
color of the existing lines when transitioning from G = (V,E) to Ge = (V Ge

, EGe

); we simply color
the additional lines in blue. In comparison to [SZZ21], the LHS of (3.7) produces a new operator
called K which remains unchanged.
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A tree is defined as a graph that does not include the green line. By replacing Cε(x − y) with

E(Z ′
ε(x)Z

′
ε(y)), where Z

′
ε

d
= Zε and Z ′

ε is independent of Φε, we can transform each graph G into k
trees without changing the value of IG. (See [SZZ21, Lemma 3.7]).

We first pass the result obtained above to continuum.

Lemma 5.7. It holds that for κ > 0 and k ∈ N, n, p ∈ N

lim
ε→0

Eε
kF

k,i
n,ε = F k,i

n in (H−κ)k, i = 1, 2,

and
lim
ε→0

Eε
kR

k,i
p,ε = Rk,i

p in (H−κ)k, i = 1, 2,

Here F k,i
n , i = 1, 2, can be written as integrals of the Green function C of m − ∆ and the kernel

K from Lemma A.6. The functions Rk,i
p , i = 1, 2, depend on C, k and Φ. The associated graph of

F k,i
n , i = 1, 2, are the same as F k,i

n,ε with Cε in (5.3) and (5.6) replaced by the Green’s function C and

the sum over Λε replaced by the integral over T
2. The functions F k,i

n , i = 1, 2 are independent of N .

We give the proof after Proposition 5.9.

Now we are in a position to state the main results of this section.

Theorem 5.8. For any k > 1 and p > 1 we have the following representation for the k-point
correlation

fN
k =

p∑

n=0

1

Nn
F k,1
n +

1

Np+1
Rk,1

p+1, k ∈ 2N,

and

fN
k =

p∑

n=0

1

Nn+1/2
F k,2
n +

1

Np+3/2
Rk,2

p+1, k ∈ 2N− 1,

where F k,1
n , F k,2

n and Rk,1
p+1, R

k,2
p+1 are given in Lemma 5.7. The equality holds in (H−κ)k for κ > 0.

Proof. The result follows by applying the extension opeartor Eε
k defined in (A.6) on both sides of

(5.25) and (5.26) and using Lemma 5.7. �

Now to prove Theorem 1.2 it remains to prove the uniform in N bounds for Rk,i
p+1, i = 1, 2.

Proposition 5.9. Let m as in Lemma 2.1. It holds that for every p, k ∈ N and κ > 0

‖Rk,1
p+1‖(H−κ)k + ‖Rk,2

p+1‖(H−κ)k . 1,

where the implicit constant is independent of N .

Proof. It suffices to prove that IG for each graph G showing up in the expression of Rk,1
p+1, R

k,2
p+1 is

of order 1, since E( :Φ2 : ) is of order 1 and all the coefficients bG′ are independent of N . The proof
follows similarly as in [SZZ21, Lemma 4.2]. We omit ε in the proof.

Step 1. Reduction to trees.

We first introduce the stochastic objects when reducing each graph to trees. When we replace the
line C(x − y) by E(Z(i)(x)Z(i)(y)) with {Z(i)}i∈N being i.i.d. random variables and {Z(i)}i∈N being
an independent copy of {Zi}i∈N, we also encounter the following stochastic objects

Z(i), and :Z(i)Φ1 : , :Z(i)Z(j) : ,

and
1√
N

:Z(i)Φ2 : , :Z(i)Z(j)Φ1 : , :Z(i)Z(j)Z(k) :
(5.29)

where i, j, k are distinct (see Figure 2 for an example.) These stochastic objects play the same role as
Φ1,

1√
N

:Φ2 : and 1√
N

:Φ1Φ
2 : in IG, respectively. The Wick products here are understood as

:Z(i)Φ1 :
def

= Z(i)Φ1, :Z(i)Z(j) :
def

= Z(i)Z(j), :Z(i)Φ2 :
def

= Z(i) :Φ2 : ,



Large N limit and 1/N expansion of invariant observables in O(N) linear σ-model via SPDE 39

:Z(i)Z(j)Φ1 :
def

= Z(i)Z(j)Φ1, :Z(i)Z(j)Z(k) :
def

= Z(i)Z(j)Z(k).

We set D
def

= ∪3
i=0Di with D0

def

= {1} and

D1
def

= {Z(i),Φ1}, D2
def

=
{
:Z(i)Φ1 : , :Z

(i)Z(j) : ,
1√
N

:Φ2 :
}
,

D3
def

=
{ 1√

N
:Z(i)Φ2 : , :Z(i)Z(j)Φ1 : , :Z

(i)Z(j)Z(k) : ,
1√
N

:Φ1Φ
2 :
}
.

By similar calculations as in Proposition 2.5 we have for κ > 0, ℓ > 1 and f ∈ D

E‖f‖ℓH−κ . 1. (5.30)

We then reduce each graph G to a disjoint union of k trees ⊔k
i=1Ti by replacing the green lines

with E(Z(i)(x)Z(i)(y)). Then, IG is the expectation of a product of k functions, and each of these k
functions have the following form

FT (xu∗) =

∫ ∏

{u,v}∈ET

D(xu, xv)
( ∏

v∈VT

fv(xv)g
T
v (xv)

) ∏

v∈VT \{u∗}
dxv, (5.31)

with D = C or K, fv ∈ D , gTv = 1. Here and below we just write T for Ti to simplify the notation,
and we have introduced the function gTv for the purpose of induction later.

For each tree we will prove by induction that for κ > 0

‖FT ‖H−κ .
∏

v∈VT

‖fv‖H−κ (5.32)

with fv ∈ D . Assuming this, we have

‖IG‖(H−kκ)k . E

k∏

i=1

‖FTi‖H−κ . E

k∏

i=1

∏

v∈VTi

‖fv‖H−κ .

The result then follows from (5.30) and Hölder’s inequality.

Figure 2 explains the procedure to turn a graph into a tree, where each tiny green wavy line denotes
a factor of Z(i).

u∗1 u∗2

=⇒

u∗1 u∗2

= gT̄

Figure 2. An illustration for reducing graphs to trees, and inductive integrations,
for the case k = 2. In the right picture, there are three stochastic objects of the form
Z(i), and one stochastic object of the form :Z(i)Z(j) : , and three stochastic objects
of the form 1√

N
:Z(i)Φ2 :
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Step 2. Estimate of each tree.

In this step we prove (5.32). Fixing a rooted tree T as above, we will integrate the variables in FT

in (5.31) from the leaves of the tree T and estimate the effect of the integrations as in [SZZ21]. More
precisely, we claim that for every subtree T̄ of T which contains the root u∗, (5.31) still holds with T
and gT on the RHS replaced by T̄ and gT̄ , where the functions g (which depend on T̄ ) are such that
‖g‖C1−2κ is bounded by Πj∈Ig‖fj‖H−κ , fj ∈ D for some index set Ig ⊂ N. In this case, the vertex

that belongs to VT \VT̄ has been incorporated into the definition of gT̄ . The function g is given as an
example in Figure 2, and T̄ represents the remaining subtree obtained by subtracting the dashed box
portion in the picture from the tree T for u∗1.

We claim that (5.31) still holds for the subtree T̄ has 2 vertices including u∗ and v with ‖gT̄v ‖C1−2κ+

‖gT̄u∗‖C1−2κ bounded by Πj∈Ig‖fj‖H−κ , fj ∈ D for some index set Ig ⊂ N. The expression for FT (xu∗)
in this case can take one of the following forms:

fu∗ , fu∗I(gT̄v fv), gT̄u∗I(gT̄v fv), K(fvg
T̄
v ).

Using Lemma A.6, Lemma A.2 and Lemma A.4, we obtain (5.32).

The proof of the claim can be established by employing downward induction on the value of |VT̄ |,
which can be carried out similarly to the approach presented in [SZZ21, Lemma 4.2]. We will not
provide the detailed proof here and only highlight the main modifications.

The first change is that we only have the H−κ norm of fv ∈ D by (5.30), while in [SZZ21] we have
C−κ-norm estimates for the related terms in Φ4

2 model. Instead, for If we apply the following from
Lemma A.1 and Lemma A.2

‖I(g)‖C1−2κ . ‖g‖H−κ , ‖I(gf)‖C1−2κ . ‖g‖C1−2κ‖f‖H−κ , (5.33)

for 0 < κ < 1/3.

The second difference is that the graph involves the kernelK. Since for eachK it only connects two
points u, y with {u, y} ∈ E1

Ge and the green line C connecting the point y gives Z(i)(y) by replacing

C(· − y) as E(Z(i)(·)Z(i)(y)), the integration over xy is in one of the following forms:
∫
K(xu − xy)(fy(xy)g

T̄
y (xy))dxy ,

∫
C(xū − xu)

(
Z(k)(xu)

∫
K(xu − xy)(fy(xy)g

T̄
y (xy))dxy

)
dxu,

∫
C(xū − xu)

(
I(gT̄z )(xu)

∫
K(xu − xy)(fy(xy)g

T̄
y (xy))dxy

)
dxu,

(5.34)

where fy = :Z(i)Z(j) : or Z(i) and ‖gT̄‖C1−2κ is controlled by the products of H−κ-norm of several
stochastic objects in D .

For instance, the first case in (5.34) is exemplified by Figure 1 (in which case u = u∗). The second
case is exemplified by Figure 2. The third case can arise when we replace the green wavy line in Figure
2 with one branch from the dashed box in Figure 2. In the second and third cases, we consider gT

′

ū (xū)

defined by the second and third lines in (5.34). We aim to prove that ‖gT ′

ū ‖C1−2κ can be controlled
by the products of the H−κ-norms of several stochastic objects in D .

For the first term in (5.34), by Lemma A.6, for κ > 0, ‖K(fyg
T̄
y )‖H−κ can be controlled by one of

the following three terms

‖ :Z(i)Z(j) : ‖H−κ , ‖Z(i)‖H−κ‖gT̄y ‖C1−2κ , ‖gT̄y ‖C1−2κ ,

which is bounded by the products of H−κ-norm of several fv ∈ D .

For the second term in (5.34) we decompose the operator K = I + L and we can write the second
term as

I
(
:fyZ

(k) : gT̄y

)
+ I

(
Z(k)L(fyg

T̄
y )
)
,
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the C1−2κ-norm of which by Lemma A.6 and Lemma A.2, (A.1) is bounded by
(
‖ :fyZ

(k) : ‖H−κ + ‖Z(k)‖H−κ‖fy‖H−κ

)
‖gT̄y ‖C1−2κ .

For the third term we write it as

I(I(gT̄z )K(fyg
T̄
y )),

the C1−2κ-norm of which is bounded by

‖gT̄z ‖C1−2κ‖K(fyg
T̄
y )‖H−κ . ‖gT̄z ‖C1−2κ‖fy‖H−κ‖gT̄y ‖C1−2κ .

Here we use Lemma A.6 and Lemma A.2, (A.1). Hence, the H−κ-norm of the first integral in (5.34)
and the C1−2κ-norm of the last two integrals in (5.34) can be bounded by products of H−κ-norm of
several stochastic objects in D .

The last difference is that we may meet E( :Φ2 : ) and we apply (5.22) to get some new graphs. In
this case we can bound E( :Φ2 : ) by 1. For the rest graph from E( :Φ2 : ) in (5.22), we can also use
(5.33) and Proposition 2.5, (3.11), (3.12) to bound

‖IG′‖C1−κ . 1,

with the graph G′ from (5.22) and the implicit constant independent of N . The rest is the same as
in [SZZ21, Lemma 4.2] and (5.32) follows. �

We finally give the proof of Lemma 5.7.

Proof of Lemma 5.7. The proof follows from the same argument as in [SZZ21, Section 4.2] and the
discrete version of Proposition 2.5, i.e. (3.11) and (3.12). The main difference is as in the proof of
Proposition 5.9, i.e. we have a new kernel Kε from (I − C2

ε ∗ ·)−1. From Lemma A.10 we have for
κ, δ > 0

‖Eε(Kε ∗ fε)−K ∗ Eεfε‖H−κ−δ . εδ/2‖fε‖H−κ,ε ,

‖Eε(Lε ∗ fε)− L ∗ Eεfε‖H2−κ−2δ . εδ/2‖fε‖H−κ,ε .

This combined with Lemma A.8, Lemma A.9 implies the result. �

6. Next order stationary dynamic

As mentioned in Section 2 we have constructed a stationary process (Φi, Zi)16i6N such that the
components Φi and Zi are stationary solutions to (2.1) and (2.2), respectively. In this section, we
consider the fluctuations of the stationary dynamics. In the stationary case, when N → ∞, Φi

converges to Zi, with Zi being stationary solution to (2.2). Taking the difference of equations (2.1)
and (2.2), we obtain

L (Φi − Zi) =
1

N

N∑

j=1

:Φ2
jΦi : .

Multiplying
√
N and setting uNi =

√
N(Φi − Zi) =

√
NYi, we have

L uNi =
1√
N

N∑

j=1

:Φ2
jΦi : . (6.1)

Theorem 6.1. For every k ∈ N, {(uN1 , . . . , uNk )}N is tight in
(
L2
loc(R

+;Cκ) ∩ L2
loc(R

+;Hδ) ∩ C(R+;H−2κ)
)k
,

for some small κ > 0, 0 < δ < 1. Every tight limit ui is a stationary process and satisfies the following
equation

L ui = Pi, (6.2)
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in the analytic weak sense, where Pi is the tight limit of 1√
N

∑N
j=1 :Φ2

jΦi : .

Proof. Using Lemma 2.1 and Lemma 2.4 we know that for every T > 0 and κ > 0 small enough,

k∑

i=1

E‖uNi ‖2L2([0,T ];C2κ) +
k∑

i=1

E‖uNi ‖2L2([0,T ];H1)

=
k∑

i=1

NE‖Yi‖2L2([0,T ];C2κ) +
k∑

i=1

NE‖Yi‖2L2([0,T ];H1) . 1,

with the proportional constant independent of N . By Proposition 2.5 the RHS of (6.1) satisfies for
κ > 0

k∑

i=1

E

∥∥∥ 1√
N

N∑

j=1

:Φ2
jΦi :

∥∥∥
2

H−κ
. 1,

which implies

k∑

i=1

E

∥∥∥ 1√
N

N∑

j=1

:Φ2
jΦi :

∥∥∥
2

L2
TH−κ

. 1.

By the above two estimates we obtain tightness of

(
(uN1 , . . . , u

N
k ),

( 1√
N

N∑

j=1

:Φ2
jΦ1 : , . . . ,

1√
N

N∑

j=1

:Φ2
jΦk :

))

in (
L2([0, T ];Cκ) ∩ L2([0, T ];Hδ) ∩C([0, T ];H−2κ)

)k
× L2

w([0, T ];H
−2κ)k,

for every T > 0, where L2
w means weak topology w.r.t. time. Hence, we derive the desired tightness

result. Suppose the tight limit is denoted as (ui,Pi) and we could take limit on both sides of equation
(6.1) to obtain (6.2). �

We will give the time marginal law of Pi in next section.

6.1. Marginal law of Pi. In this section we consider the marginal law of Pi, i.e. large N limit of
1√
N

:Φ1Φ
2 : . Similar as in (2.8)-(2.10) we first use the stationary solutions Zi and Yi to (2.2) and

(2.3) to define 1√
N

:Φ1Φ
2 : as

1√
N

:ΦiΦ
2 :

def

=
1√
N

N∑

j=1

(
YiY

2
j + 2YiYjZj + Yi :Z

2
j : + Y 2

j Zi + 2Yj :ZiZj : + :ZiZ
2
j :
)
.

In the following we choose i = 1 and concentrate on 1√
N

:Φ1Φ
2 : . We first define

gNk,ε(y1, . . . , yk)
def

=
1

Nk/2
E
( k∏

i=1

:Φ1,εΦ
2
ε : (yi)

)
, yi ∈ Λε, i = 1, . . . , k.

By symmetry it is easy to find that for k ∈ 2N− 1

gNk,ε(y1, . . . , yk) ≡ 0, yi ∈ Λε, i = 1, . . . , k.

Proposition 6.2. It holds that for k ∈ 2N, yi ∈ Λε, i = 1, . . . , k

gNk,ε(y1, . . . , yk) = Ck,ε(y1, . . . , yk)f
N
k,ε(y1, . . . , yk) +ON,ε, (6.3)

where Ck,ε is the k-point function of Gaussian free field with covariance Cε and ON,ε is defined in
(6.8).
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Proof. The idea of the proof is similar as in the proof Lemma 3.1. We also omit ε in the proof. We
choose

F1(Φ) = :Φ2 : (y1)

k∏

i=2

:Φ1Φ
2 : (yi)

as test function in (3.3) to have

k∑

m=2

C(y1 − ym)E
(
:Φ2 : (y1)( :Φ

2 : (ym) + 2 :Φ2
1 : (ym))

k∏

j=2,j 6=m

:Φ1Φ
2 : (yj)

)
(6.4)

= E
( k∏

i=1

:Φ1Φ
2 : (yi)

)
+

1

N
E
(
F1(Φ)I( :Φ1Φ

2 : )(y1)
)
, (6.5)

where we used
δ :Φ1Φ

2 : (ym)

δΦ1(ym)
= ( :Φ2 : + 2 :Φ2

1 : )(ym)
eym

ε2
,

to derive the terms in (6.4). Note that since :Φ1Φ
2 : is not O(N) invariant, we cannot replace :Φ2

1 :

by 1
N :Φ2 : . Define

O1
N

def

= the second part in (6.4)− the second term in (6.5),

where the second part in (6.4) means the part involving 2 :Φ2
1 : . In Lemma 6.3 below we will prove

that 1
Nk/2O

1
N is of the order 1√

N
. From the above integration by parts formula we could find two

points y1, ym such that the related :Φ1Φ
2 : change to :Φ2 : and add one C(y1 − ym).

For the first term in (6.4) involving only :Φ2 : (ym) we choose test function

F2(Φ) = :Φ2 : (y1) :Φ
2 : (ym) :Φ2 : (yi)

k∏

j=2,j 6=m,i

:Φ1Φ
2 : (yj).

as in (3.3) to have

2C(yi − ym)E
(
:Φ2 : (y1)Φ1(ym) :Φ2 : (yi)

k∏

j=2,j 6=m,i

:Φ1Φ
2 : (yj)

)

+ 2C(yi − y1)E
(
Φ1(y1) :Φ

2 : (ym) :Φ2 : (yi)

k∏

j=2,j 6=m,i

:Φ1Φ
2 : (yj)

)

+

k∑

j=2,j 6=i6=m

C(yi − yj)E
( ∏

ℓ=1,m,i

:Φ2 : (yℓ)( :Φ
2 : (yj) + 2 :Φ2

1 : (yj))
∏

p6=1,m,i,j

:Φ1Φ
2 : (yp)

)

= E
(
:Φ(y1)

2 : :Φ2 : (ym)

k∏

j=2,j 6=m

:Φ1Φ
2 : (yj)

)
+

1

N
E
(
F2(Φ)I( :Φ1Φ

2 : )(yi)
)
.

(6.6)

Define

O2
N

def

=

k∑

m=2

C(y1 − ym)
(
first two terms in (6.6)

+ the second part in the third term (6.6) − last term in (6.6)
)
,

where the second part in the third term (6.6) means the part involving 2 :Φ2
1 : . Similarly as before

we will prove that 1
Nk/2O

2
N,ε is of order 1√

N
. Here we find two more points yi, yj such that the related
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:Φ1Φ
2 : change to :Φ2 : and C(yi − yj). Combining the above calculation we find

E
( k∏

i=1

:Φ1Φ
2 : (yi)

)
=

k∑

m,j=2,j 6=m 6=i

C(y1 − ym)C(yi − yj)

E
( ∏

ℓ=1,m,i,j

:Φ2 : (yℓ)
∏

p6=1,m,i,j

:Φ1Φ
2 : (yp)

)
+

2∑

i=1

Oi
N .

In general we have the following term for 2 6 ℓ 6 k − 2, ℓ ∈ 2N,

I
def

= E
( ℓ∏

m=1

:Φ2 : (yπ(m))
k∏

j=ℓ+1

:Φ1Φ
2 : (yπ(j))

)
,

with π being a permutation of {1, . . . , k}. We then choose

F3(Φ) =

ℓ+1∏

m=1

:Φ2 : (yπ(m))

k∏

j=ℓ+2

:Φ1Φ
2 : (yπ(j))

as F and yπ(ℓ+1) as x in (3.3) to obtain

2

ℓ∑

p=1

C(yπ(ℓ+1) − yπ(p))E
(
Φ1(yπ(p))

ℓ+1∏

m=1,m 6=p

:Φ2 : (yπ(m))

k∏

j=ℓ+2

:Φ1Φ
2 : (yπ(j))

)

+

k∑

p=ℓ+2

C(yπ(ℓ+1) − yπ(p))E
( ℓ+1∏

m=1

:Φ2 : (yπ(m))( :Φ
2 : (yπ(p)) + 2 :Φ2

1 : (yπ(p)))

×
k∏

j=ℓ+2,j 6=p

:Φ1Φ
2 : (yπ(j))

)

= I +
1

N
E
(
F3(Φ)I( :Φ1Φ

2 : )(yπ(ℓ+1))
)
.

(6.7)

The first term, the part involving 2 :Φ2
1 : (yπ(p)) in the second term and the last term in (6.7) give

the O
ℓ
2+1

N,ε part and the first part in the second term could be viewed as choosing two point yπ(ℓ+1)

and yπ(p), changing the related :Φ1Φ
2 : to :Φ2 : and adding C(yπ(ℓ+1)− yπ(p)). We apply the above

procedure and get the following term

1

Nk/2
E
( k∏

i=1

:Φ1Φ
2 : (yi)

)
=

1

Nk/2

(∑

π

k/2∏

j=1

C(yπ(2j−1) − yπ(2j))
)
E
( k∏

i=1

:Φ2 : (yi)
)
+ON ,

where π runs through pairing permutations of {1, . . . , k} and

ON
def

=

k/2∑

i=1

1

Nk/2
Oi

N . (6.8)

Note that
∑

π

∏k/2
j=1 C(yπ(2j−1)−yπ(2j)) gives the k-point function of Gaussian free field with covariance

C, the result follows. �

For k ∈ N we could define the k-point function for 1√
N

:Φ1Φ
2 : :

〈gNk , ϕ〉 = lim
ε→0

∫
E
( k∏

i=1

Eε 1√
N

:Φ1Φ
2
ε : (yi)

)
ϕ(y1, . . . , yk)

k∏

i=1

dyi.
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for every ϕ ∈ S(T2k). Since for fixed N the law of 1√
N

:Φ1Φ
2 : is uniquely determined, we know

〈gNk ,⊗k
i=1ϕi〉 = E

k∏

i=1

〈 1√
N

:Φ1Φ
2 : , ϕi

〉
,

for ϕi ∈ S(T2), i = 1, . . . , k. Now we could let ε → 0 on the both sides of (6.3). The same argument
as in the proof Lemma 3.3 implies the following result.

Lemma 6.3. It holds that gN2m−1 ≡ 0,m ∈ N and for k ∈ 2N, ϕi ∈ S(T2)

〈gNk ,⊗k
i=1ϕi〉 = 〈Ckf

N
k ,⊗k

i=1ϕi〉+ 〈ON ,⊗k
i=1ϕi〉, (6.9)

where ON =
∑k

i=1,i even
1

Nk/2O
i/2
N and O1

N = O1,1
N +O1,2

N with

〈O1,1
N ,⊗k

i=1ϕi〉 def
= 2E

(
〈 :Φ2 : I( :Φ2

1 : ϕm), ϕ1〉
k∏

j=2,j 6=m

〈 :Φ1Φ
2 : , ϕj〉

)
,

〈O1,2
N ,⊗k

i=1ϕi〉 def
= − 1

N
E
(
〈 :Φ2 : I( :Φ1Φ

2 : ), ϕ1〉
k∏

j=2

〈 :Φ1Φ
2 : , ϕj〉

)
,

and for 2 6 ℓ 6 k − 2, ℓ ∈ 2N, O
ℓ
2+1

N =
∑3

i=1O
ℓ
2+1,i

N with

〈O
ℓ
2+1,1

N ,⊗k
i=1ϕi〉 def

= 2
∑

π

E
(
〈I( :Φ2 : ϕπ(2))I( :Φ2 : ϕπ(3))Φ1, ϕπ(1)〉

ℓ/2∏

i=2

〈I( :Φ2 : ϕπ(2i)) :Φ
2 : , ϕπ(2i+1)〉

k∏

j=ℓ+2

〈 :Φ1Φ
2 : , ϕπ(j)〉

)
,

〈O
ℓ
2+1,2

N ,⊗k
i=1ϕi〉 def

= 2
∑

π

k∑

p=ℓ+2

E
( ℓ/2∏

i=1

〈I( :Φ2 : ϕπ(2i)) :Φ
2 : , ϕπ(2i−1)〉

× 〈I( :Φ2
1 : ϕπ(p)) :Φ

2 : , ϕπ(ℓ+1)〉
k∏

j=ℓ+2,j 6=p

〈 :Φ1Φ
2 : , ϕπ(j)〉

)
,

and

〈O
ℓ
2+1,3

N ,⊗k
i=1ϕi〉 def

= − 1

N

∑

π

E
(
〈I( :Φ1Φ

2 : ) :Φ2 : , ϕπ(1))〉

ℓ/2∏

i=1

〈I( :Φ2 : ϕπ(2i)) :Φ
2 : , ϕπ(2i+1)〉

k∏

j=ℓ+2

〈 :Φ1Φ
2 : , ϕπ(j)〉

)
,

where π = (p0, p1, . . . , pℓ/2+1) is a partition of {1, . . . , k} with p0 = {π(1)}, pi = {π(2i), π(2i+1)} for
i = 1, . . . , ℓ/2 and pℓ/2+1 = {π(ℓ + 2), . . . , π(k)} and p0, p1, . . . , pℓ/2+1 are pairwise disjoint and the
sum runs through over all such partition.

Lemma 6.4. Let m be as in Lemma 2.1. For ϕi ∈ S(T2) it holds that

|〈ON ,⊗k
i=1ϕi〉| .

1√
N
.

Proof. Using Lemma 2.4 we have for ℓ > 1

E‖ :Φ2
1 : ‖ℓH−κ . 1.

Hence, we use Proposition 2.5 to obtain

1

Nk/2
|〈O1,1

N ,⊗k
i=1ϕi〉| .

1

Nk/2
E
(
‖ :Φ2

1 : ‖H−κB2B
k−2
3

)
.

1

N1/2
.
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For O1,2
N , Lemma A.2 and (A.1) imply that

|〈 :Φ2 : I( :Φ1Φ
2 : ), ϕ1〉| . B2B3.

Hence, we use Proposition 2.5 and get

1

Nk/2
|〈O1,2

N ,⊗k
i=1ϕi〉| .

1

Nk/2+1
E(B2B

k
3 ) .

1

N1/2
.

Similarly we use Lemma A.2 and (3.15) to have

|〈I( :Φ2 : ϕπ(2))I( :Φ2 : ϕπ(3))Φ1, ϕπ(1)〉| . B1B
2
2 ,

and

|〈I( :Φ2 : ϕπ(2i)) :Φ
2 : , ϕπ(2i+1)〉| . B2

2 , |〈I( :Φ1Φ
2 : ) :Φ2 : , ϕπ(1))〉| . B2B3,

which combined with Proposition 2.5 implies that for ℓ > 2

1

Nk/2
|〈O

ℓ
2+1

N ,⊗k
i=1ϕi〉|

.
1

Nk/2
E(B1B

ℓ
2B

k−ℓ−1
3 ) +

1

Nk/2
E
(
‖ :Φ2

1 : ‖H−κBℓ+1
2 Bk−ℓ−2

3

)
+

1

Nk/2+1
E(Bℓ+1

2 Bk−ℓ
3 ) .

1

N1/2
.

�

Theorem 6.5. Let m as in Lemma 2.1. The marginal law of Pi, i = 1, . . . , k, is given by the random
field X1Q, where X1,Q are independent and X1 =d Z, and Q given in Theorem 4.4, where

X1Q def
= lim

ε→0

(
ρε ∗X1 × ρε ∗ Q

)

defined as in Proposition 4.6 with mollifier ρε and the limit is in C−κ P-a.s..

Proof. Using Proposition 2.5 we know that { 1√
N

:ΦiΦ
2 : }N is tight in H−2κ, κ > 0. Now the result

follows by taking limit on both sides of (6.9) and using Lemma 6.4. �

In the following we could consider marginal law of (P1, . . . ,Pm) for m ∈ N. We consider for
k = (k1, . . . , km) ⊂ N

m

gNk,ε(y
1
1 , . . . , y

m
km

)
def

=
1

N
∑m

j=1 kj/2
E
( m∏

j=1

kj∏

i=1

:Φj,εΦ
2
ε : (y

j
i )
)
,

yji ∈ Λε, i = 1, . . . , kj , j = 1, . . . ,m.

By symmetry it is easy to find that for k ⊂ N
m with kj ∈ 2N− 1 for some j

gN
k,ε ≡ 0.

Similar as in the proof of Proposition 6.2 we derive the following results.

Proposition 6.6. Let m be as in Lemma 2.1. It holds that for k ⊂ N
m with ki ∈ 2N for each

i = 1, . . . ,m

gN
k,ε(y

1
1 , . . . , y

m
km

) =
( m∏

j=1

Ckj ,ε(y
j
1, . . . , y

j
kj
)
)
fN∑

m
j=1 kj ,ε

(y11 , . . . , y
m
km

) +Ok

N,ε, (6.10)

yji ∈ Λε, i = 1, . . . , kj , j = 1, . . . ,m, where Ok

N,ε is of order 1√
N
.

Proof. The idea of the proof is similar as in the proof Proposition 6.2. Omit ε in the proof. We choose

F1(Φ) = :Φ2 : (y11)
( k1∏

i=2

:Φ1Φ
2 : (y1i )

) m∏

j=1

kj∏

i=1

:ΦjΦ
2 : (yji )
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as test function in (3.3) to have similar terms as in (6.4) and (6.5). The main difference is that we

need to consider
δ :ΦjΦ

2
:

δΦ1
, which gives 2 :Φ1Φj : for j 6= 1. Since

:Φ1Φj : = Y1Yj + Y1Zj + Z1Yj + :Z1Zj : ,

by Lemma 2.4 we have for ℓ > 1

E‖ :Φ1Φj : ‖ℓH−κ . 1,

which combined with Proposition 2.5 and similar calculation as in the proof of Lemma 6.4 implies
that the part including 2 :Φ1Φj : for j 6= 1 corresponds to the term of order 1√

N
. Hence, after k1/2

steps, we get

gNk,ε(y
1
1 , . . . , y

m
km

)

= Ck1,ε(y
1
1 , . . . , y

1
k1
)

1

N
∑

m
j=1 kj/2

E
( k1∏

ℓ=1

:Φ2 : (y1ℓ )
m∏

j=2

kj∏

i=1

:ΦjΦ
2 : (yji )

)
+ O(

1√
N

).

Compared to the definition of gN
k,ε, we change all the :Φ1Φ

2 : to :Φ2 : . We then repeat the above

procedures for each :ΦjΦ
2 : and the result follows. �

Hence, as in the proof of Theorem 6.5 we derive the following result.

Theorem 6.7. Let m as in Lemma 2.1. For m ∈ N, the marginal law of (P1, . . . ,Pm) are given by
the random field

(X1Q, X2Q, . . . , XmQ),

where X1, . . . , Xm,Q are independent and Xi =
d Z, i = 1, . . . , k, and Q given in Theorem 4.4.

Appendix A. Besov spaces

In this section we introduce Besov spaces on the lattice Λε = εZd∩T
d where ε = 2−N , N ∈ N∪{0},

from [MP19, GH21] and Besov spaces on T
d from [Tri78].

Let (∆i)i>−1 denote the Littlewood–Paley blocks for a dyadic partition of unity. Besov spaces on
the torus with general indices α ∈ R, p, q ∈ [1,∞] are defined as the completion of C∞(Td) with
respect to the norm

‖u‖Bα
p,q

:=
( ∑

j>−1

(2jα‖∆ju‖qLp)
)1/q

,

and the Hölder-Besov space Cα is given by Cα = Bα
∞,∞. We will often write ‖ · ‖Cα instead of

‖ · ‖Bα
∞,∞

.

The following embedding results will be frequently used (e.g. [Tri78]).

Lemma A.1. (i) Let 1 6 p1 6 p2 6 ∞ and 1 6 q1 6 q2 6 ∞, and let α ∈ R. Then Bα
p1,q1 ⊂

B
α−d(1/p1−1/p2)
p2,q2 . (cf. [GIP15, Lemma A.2])

(ii) Let s ∈ R, 1 < p < ∞, ǫ > 0. Then Hs
2 = Bs

2,2, and B
s
p,1 ⊂ Hs

p ⊂ Bs
p,∞ ⊂ Bs−ǫ

p,1 . (cf. [Tri78,

Theorem 4.6.1])

Here ⊂ means continuous and dense embedding.

Lemma A.2. Let α, β ∈ R and p, p1, p2, q ∈ [1,∞] be such that 1
p = 1

p1
+ 1

p2
. The bilinear map

(u, v) 7→ uv extends to a continuous map from Bα
p1,q × Bβ

p2,q to Bα∧β
p,q if α + β > 0. (cf. [MW17b,

Corollary 2])

We recall the following smoothing effect of the heat flow St = et(∆−m), m > 0 (e.g. [GIP15,
Lemma A.7], [MW17b, Proposition 5]).
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Lemma A.3. Let u ∈ Bα
p,q for some α ∈ R, p, q ∈ [1,∞]. Then for every δ > 0 and t ∈ [0, T ]

‖Stu‖Bα+δ
p,q

. t−δ/2‖u‖Bα
p,q
.

Lemma A.4. Let I(f)(t)
def
=
∫ t

0
St−rfdr. Then for any p > 1, α ∈ R, β ∈ (0, 2)

‖I(f)‖Lp
TCα+β . ‖f‖Lp

TCα .

Proof. We use Lemma A.3 and Hölder’s inequality to have

‖I(f)‖p
Lp

TCα+β .

∫ T

0

(∫ t

0

(t− s)−β/2‖f‖Cαds
)p

dt .T

∫ T

0

∫ t

0

(t− s)−β/2‖f‖p
Cαdsdt

=

∫ T

0

∫ T

s

(t− s)−β/2dt‖f‖p
Cαds . ‖f‖p

Lp
TCα

where we used Fubini’s Theorem in the third step. �

The following result can be proved similarly as in [SZZ21, Lemma A.2].

Lemma A.5. For α ∈ R, p, q ∈ [1,∞], d = 2 and the operators introduced in (3.13) one has

‖If‖Hα+2 . ‖f‖Hα . (A.1)

Moreover, for α ∈ R, γ > 0

‖I1f‖Hα+2−γ . ‖f‖Hα , (A.2)

Proof. The first result follows from the Fourier transform Ĉ(k) = 1
m+4π2|k|2 , k ∈ Z

2 and the definition

of Sobolev space. The second result follows from Ĉ2(k) = Ĉ ∗ Ĉ(k), k ∈ Z
2. �

The following result is the regularity estimate for the opearator K introduced in (5.4).

Lemma A.6. For f ∈ C∞(T2), d = 2

Kf(x) =

∫

R2

K(x− y)f(y)dy, K(x− y) = δ(x− y) + L(x− y), x, y ∈ T
2,

with L ∈ Lp(R2), p > 2, where we view f as periodic function on R
2. Furthermore, it holds that for

γ ∈ R, δ > 0

‖Kf‖Hγ . ‖f‖Hγ , ‖Lf‖H2+γ−δ . ‖f‖Hγ ,

where Lf(x) =
∫
L(x− y)f(y)dy.

Proof. The proof follows from Fourier transform (see also [Kup80, Lemma 2]). In the proof we will
view the kernel K as a function on R

2 and f periodic function on R
2. We have for k ∈ R

2

0 6 FR2K(k) =
1

1 + FR2C2(k)
6 1,

where FR2 denotes the Fourier transform on R
2. Thus ‖Kf‖Hγ . ‖f‖Hγ . It is easy to see that for

k ∈ R
2

FR2L(k) = − FR2C2(k)

1 + FR2C2(k)
,

which implies for any δ > 0

|FR2L(k)| . |k|−2+δ ∧ 1.

Then we obtain L ∈ Lp for any p > 2 by Hausdorff-Young’s inequality and the second estimate
follows. �
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We also introduce Besov spaces on the lattice Λε = εZd ∩ T
d where ε = 2−N , N ∈ N ∪ {0}. We

could view functions on the lattice Λε as periodic functions on εZd. The definition of Besov spaces
on the lattice εZd is from [MP19, GH21]. For f ∈ L1,ε(εZd) and g ∈ L1(ε−1

T
d) we define the Fourier

and the inverse Fourier transform as

Ff(ξ) = εd
∑

x∈εZd

f(x)e−2πιξ·x, F−1g(x) =

∫

ε−1Td

g(ξ)e2πιξ·xdξ,

for ξ ∈ ε−1
T
d, x ∈ εZd, where ‖f‖L1,ε(εZd) = εd

∑
x∈εZd |f(x)|. When we write ε = 0 we refer to

the quantities in the continuous setting with FRd and F−1
Rd being the usual Fourier transform and its

inverse on R
d. Let (ϕj)j>−1 be a dyadic partition of unity on R

d. We define the dyadic partition of
unity for x ∈ ε−1

T
d:

ϕε
j(x) =

{
ϕj(x), j < jε,

1−∑j<jε
ϕj(x), j = jε.

(A.3)

Here jε := inf{j : suppϕj ∩ ∂(ε−1
T
d) 6= ∅}.

Now we define the Littlewood-Paley blocks for distributions on Λε by

∆ε
jf = F−1(ϕε

jFf),
which leads to the definition of Besov spaces. For α ∈ R, p, q ∈ [1,∞] and ε ∈ [0, 1] we define the
Besov spaces on Λε given by the norm

‖f‖Bα,ε
p,q (Λε) =

( ∑

−16j6jε

2αjq‖∆ε
jf‖qLp,ε

)1/q
<∞,

where ‖f‖Lp,ε = (εd
∑

x∈Λε
|f(x)|p)1/p, p ∈ [1,∞]. If ε = 0, Bα,ε

p,q is the classical Besov space Bα
p,q on

T
d. We also set Hα,ε = Bα,ε

2,2 (Λε) for α ∈ R.

To compare with the definition of Besov spaces on εZd, we also introduce the following weighted
Besov spaces on εZd given by the norm

‖f‖Bα,ε
p,q (εZd,ρ) =

( ∑

−16j6jε

2αjq‖∆ε
jf‖qLp,ε(εZd,ρ)

)1/q
<∞,

for α ∈ R, p, q ∈ [1,∞], where ρ is a polynomial weight of the form ρ(x) = (1 + |x|2)−δ/2 for some
δ > 0 and ‖f‖Lp,ε(εZd,ρ) = (εd

∑
x∈εZd |(fρ)(x)|p)1/p, p ∈ [1,∞]. If ε = 0, Bα

p,q(ρ) is the usual weighted
Besov space. Then it is easy to see that for functions f on Λε when δp > d

‖f‖Bα,ε
p,q (Λε) ≃ ‖f‖Bα,ε

p,q (εZd,ρ). (A.4)

By this we find useful results for functions on εZd from [MP19] can be directly extended to the
functions on Λε.

With the above notations at hand we could extend Lemma A.6 to the following discrete version by
similar argument as in [MP19, Prop. 3.6].

Lemma A.7. For f ∈ L2,ε, d = 2

Kεf(x) = ε2
∑

y∈εZ2

Kε(x − y)f(y), Kε(x− y) = δ(x− y) + Lε(x− y), x, y ∈ Λε,

with Lε ∈ Lp,ε(εZ2), p > 2, where we view f as periodic function on εZ2. Furthermore, it holds that
for γ ∈ R, δ > 0

‖Kεf‖Hγ,ε . ‖f‖Hγ,ε , ‖Lεf‖H2+γ−δ,ε . ‖f‖Hγ,ε ,

where Lεf(x) = ε2
∑

y∈εZ2 Lε(x− y)f(y), x ∈ Λε.
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Extension operator:

We follow [MP19] and introduce the following extension operator. Recall ϕε
j given in (A.3). We

choose a symmetric function ψ ∈ Cc(R
d) satisfying the following property:

• ∑k∈Zd ψ(· − k) = 1,
• ψ(ε·) = 1 on suppϕj for j < jε,
• (suppψ ∩ supp(ϕj)ext)\ε−1

T
d 6= ∅ ⇒ j = jε.

Here (ϕj)ext means periodic extension to R
d of ϕj on T

d. In [MP19] such a function ψ is called a

smear function. Set wε = F−1
Rd ψ(ε·) and define

Eεf(x)
def

= εd
∑

y∈εZd

wε(x− y)f(y), f ∈ Bα,ε
p,q . (A.5)

Here we extend functions on Λε to functions on εZd by periodic extension. We also introduce the
following extension operators for functions f : (εZd)k → R:

Eε
kf(x1, . . . , xk)

def

= εdk
∑

yi∈εZd,
i=1,...,k

( k∏

i=1

wε(xi − yi)
)
f(y1, . . . , yk). (A.6)

By [MP19, Lemma 2.24] Eε and Eε
k are operators which are uniformly bounded in ε from discrete

Besov space to the continuous Besov space.

We also recall the following two results from [SZZ21, Lemma A.9, A.10], which is useful for letting
ε → 0 from functions on Λε to S ′(Td). In fact the results in [SZZ21, Lemma A.9, A.10] hold for
functions in Bα,ε

p,q (εZ
d, ρ). By (A.4) the results also hold for functions in Bα,ε

p,q (Λε).

Lemma A.8. For p ∈ [1,∞], γ < 0 < α with α+ γ > 0 and β > 0 it holds that

‖Eε(fg)− EεfEεg‖Bγ,ε
p,∞

. o(ε)‖f‖Bα,ε
p,∞

‖g‖Cγ+β,ε .

Lemma A.9. Assume that (m−∆ε)uε = fε. Then for α ∈ R and δ > 0

‖Eεuε − (m−∆)−1Eεfε‖Cα+2−δ . εδ‖fε‖Cα,ε .

We also have similar result for Kε.

Lemma A.10. For d = 2, it holds that for α ∈ R and 0 < δ < 1

‖Eε(Kε ∗ε fε)−K ∗ Eεfε‖Hα−δ . εδ/2‖fε‖Hα,ε ,

and

‖Eε(Lε ∗ε fε)− L ∗ Eεfε‖Hα+2−δ . εδ/2‖fε‖Hα,ε ,

where ∗ε is the discrete convolution on εZ2, i.e. f ∗ε g =
∑

y∈εZd f(· − y)g(y).

Proof. For the first result, by (A.4) and [MP19, Lemma 2.24] we only need to prove

‖Eε(Kε ∗ε fε)−K ∗ Eεfε‖Bα−δ
2,2 (ρ) . εδ/2‖Eεfε‖Bα

2,2(ρ)
,

where ρ = (1 + |x|2)−1. From the definition of Besov space we have

‖Eε(Kε ∗ε fε)−K ∗ Eεfε‖2Bα−δ
2,2 (ρ)

.
∑

j

22(α−δ)j‖∆j(Eε(Kε ∗ fε)−K ∗ Eεfε)‖2L2(ρ).

By the definition of Eε only j . jε contributes. By [MP19, (33)] we know that

FR2(Eε(Kε ∗ fε)) = ψ(ε·)(FKεFfε)ext, FR2(K ∗ Eεfε) = FR2Kψ(ε·)(Ff)ext.
Here gext ∈ S ′(R2) is periodic extension of g ∈ S ′(ε−1

T
2) (see [MP19, (11)]).
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Moreover, for j . jε

∆j(Eε(Kε ∗ fε)−K ∗ Eεfε) = F−1
R2

(
ϕjψ(ε·)[(FKε)ext −FR2K](Ffε)ext

)

= F−1
R2 [φj(FKε)ext − φjFR2K] ∗∆jEεfε.

Here φj =
∑

i:|i−j|61 ϕi =: φ(2−j ·). Then it suffices to prove

‖(1 + |x|2)F−1
R2 [φj(FKε)ext − φjFR2K]‖L1 . εδ/22jδ. (A.7)

By the following calculations

‖(1 + |x|2)F−1
R2 [φj(FKε)ext − φjFR2K]‖L1

= ‖(1 + |2−jx|2)F−1
R2 [φ(FKε)ext(2

j ·)− φFR2K(2j·)]‖L1

. ‖(1 + ∆)3[φ(FKε)ext(2
j·)− φFR2K(2j·)]‖L∞ ,

(A.7) follows from for m 6 6,m ∈ N

|Dm[φ(FKε)ext(2
j ·)− φFR2K(2j·)]| . εδ/22jδ. (A.8)

Now we prove (A.8). It is easy to see that

FKε(ξ1, ξ2) =
1

1 + FC2
ε (ξ1, ξ2)

, FR2K(ξ1, ξ2) =
1

1 + FR2C2(ξ1, ξ2)
,

with

FC2
ε = FCε ∗ε FCε, FR2C2 = FR2C ∗ FR2C,

and

FCε(ξ1, ξ2) =
1

m+ 4(sin2(επξ1) + sin2(επξ2))/ε2
, FR2C(ξ) =

1

m+ 4π2|ξ|2 .

Then, for any 0 < η < 1 on the support of Eε,
∣∣∣FCε(ξ1, ξ2)−

1

m+ 4π2|ξ|2
∣∣∣

=
∣∣∣ 4(sin2(επξ1) + sin2(επξ2))/ε

2 − 4π2|ξ|2
(m + 4(sin2(επξ1) + sin2(επξ2))/ε2)(m + 4π2|ξ|2)

∣∣∣

.
|εξ|η|ξ|2

(m+ 4(sin2(επξ1) + sin2(επξ2))/ε2)(m+ 4π2|ξ|2)

.
|εξ|η

m+ 4π2|ξ|2 .

(A.9)

Here in the second last step we used | sin2 x
x2 − 1| . |x|η and in the last step we used on the support of

Eε, (sin2(επξ1) + sin2(επξ2))/ε
2 & |ξ|2 by [MP19, Lemma 3.5]. (A.9) implies that on the support of

Eε
∣∣∣FC2

ε (ξ)−FR2C2(ξ)
∣∣∣ . |εξ|η|ξ|κ

m+ 4π2|ξ|2 ,

for κ > 0, which implies (A.8) for m = 0. We can use similar arguments as in the proof of [ZZ18,
Lemma 3.2] to estimate further derivatives, which implies (A.8) and the result for K holds. Regarding
L, by the Fourier transform as in Lemma A.6 the second result follows similarly. �
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[RZZ17] M. Röckner, R. Zhu, and X. Zhu. Restricted Markov uniqueness for the stochastic quantization of P (Φ)2

and its applications. J. Funct. Anal., 272(10):4263–4303, 2017.
[She21] H. Shen. Stochastic quantization of an Abelian gauge theory. Comm. Math. Phys., 384(3):1445–1512,

2021.
[SSZ22] H. Shen, S. A. Smith, and R. Zhu. A new derivation of the finite N master loop equation for lattice

Yang-Mills. arXiv e-prints, February 2022.
[SSZZ22] H. Shen, S. A. Smith, R. Zhu, and X. Zhu. Large N limit of the O(N) linear sigma model via stochastic

quantization. Ann. Probab., 50(1):131–202, 2022.
[Sym77] K. Symanzik. 1/N expansion in P (ϕ2)4−ǫ theory I. massless theory 0 < ǫ < 2. preprint DESY, 77(05),

1977.



Large N limit and 1/N expansion of invariant observables in O(N) linear σ-model via SPDE 53

[SZZ21] H. Shen, R. Zhu, and X. Zhu. An SPDE approach to perturbation theory of φ4
2
: asymptoticity and short

distance behavior. arXiv preprint arXiv:2108.11312, 2021.
[SZZ22] H. Shen, R. Zhu, and X. Zhu. Large N limit of the O(N) linear sigma model in 3D. Comm. Math. Phys.,

394(3):953–1009, 2022.
[SZZ23] H. Shen, R. Zhu, and X. Zhu. A Stochastic Analysis Approach to Lattice Yang-Mills at Strong Coupling.

Comm. Math. Phys., 400(2):805–851, 2023.
[Tri78] H. Triebel. Interpolation theory, function spaces, differential operators, volume 18 of North-Holland Math-

ematical Library. North-Holland Publishing Co., Amsterdam-New York, 1978.
[Wil73] K. G. Wilson. Quantum field-theory models in less than 4 dimensions. Physical Review D, 7(10):2911,

1973.
[ZZ18] R. Zhu and X. Zhu. Lattice approximation to the dynamical Φ4

3
model. Ann. Probab., 46(1):397–455,

2018.

(H. Shen) Department of Mathematics, University of Wisconsin - Madison, USA

Email address: pkushenhao@gmail.com

(R. Zhu) Department of Mathematics, Beijing Institute of Technology, Beijing 100081, China

Email address: zhurongchan@126.com

(X. Zhu) Academy of Mathematics and Systems Science, Chinese Academy of Sciences, Beijing 100190,

China

Email address: zhuxiangchan@126.com


	1. Introduction
	2. Uniform estimates from SPDEs
	3. Integration by parts and recursive formula
	4. Large N limits of observables
	5. 1/N expansion of the k-points functions of 1Nbold0mu mumu 2mu-:6muplus1mu2mu-:6muplus1mu2mu-:6muplus1mu2mu-:6muplus1mu2mu-:6muplus1mu2mu-:6muplus1mu 2 bold0mu mumu 2mu-:6muplus1mu2mu-:6muplus1mu2mu-:6muplus1mu2mu-:6muplus1mu2mu-:6muplus1mu2mu-:6muplus1mu
	6. Next order stationary dynamic
	Appendix A.  Besov spaces
	References

