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Abstract

We propose a general method to identify nonlinear Fokker–Planck–Kolmogorov equations (FPK
equations) as gradient flows on the space of probability measures on Rd with a natural differential
geometry. Our notion of gradient flow does not depend on any underlying metric structure such
as the Wasserstein distance, but is derived from purely differential geometric principles. We
explicitly identify the associated energy functions E and show that these are Lyapunov functions
for the FPK solutions. Moreover, we show restricted uniqueness results for such gradient flows,
and we also prove that the gradient of E is a gradient field on Rd, which can be approximated
by smooth gradient fields. These results cover classical and generalized porous media equations,
where the latter have a generalized diffusivity function and a nonlinear transport-type first-order
perturbation.
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1 Introduction

In this paper we propose a simple general approach to identify solutions to nonlinear Fokker–Planck–
Kolmogorov equations (FPK equations) of type

∂tµt = ∂ij(aij(t, µt, x)µt)− ∂i(bi(t, µt, x)µt) (FPK)

(where aij , bi : R+ × P × Rd → R), which are second-order parabolic equations for measures, as
solutions to gradient flows on the space P of Borel probability measures on Rd, d ≥ 1, i.e. as solutions
to equations of type

d

dt
µt = −∇PEµt . (GF)

Furthermore, we explicitly identify the associated energy functions E as Lyapunov functions for these
solutions, which can, e.g., be used to prove existence of stationary solutions to the FPK equation (see
[9]). Our approach does not involve any metric on P, but only a general construction of a natural
tangent bundle on P and corresponding gradient ∇P (as was done in [2, 4, 21] for configuration spaces
replacing P). Therefore, our method is completely different from the well-known approach developed
in the theory of optimal transport, e.g. via the theory of gradient flows in metric spaces applied to
the Wasserstein space P2 of Borel probability measures on Rd with finite second moment, in which
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case the induced metric, the Wasserstein metric, plays a major role. This approach goes back to the
pioneering work by Otto [15] and Jordan, Kinderlehrer, Otto [13]. For very nice presentations of this
and related material, see e.g. the books of Ambrosio, Gigli, Savaré [6] and Villani [24], as well as the
lecture notes by Figalli and Glaudo [12].

Although our method is expected to be applicable to more general classes of equations, in this
work we focus on (FPK) with so-called Nemytskii-type coefficients, which depend on the density u
(with respect to Lebesgue measure dx) of µ = u(x)dx ∈ P pointwise via aij(µ, x) = ãij(u(x), x) and

bi(µ, x) = b̃i(u(x), x) for measurable ãij , b̃i : R × Rd → R. More precisely, our main results are on
generalized porous media equations (PME) of type

∂tu = ∆β(u)− div(Db(u)u), (gPME)

which are nonlinear FPK equations reformulated as PDEs for the densities u(t) of solutions t 7→ µt.
Here, generalized PME does not only refer to the generalized diffusivity β : R → R (β(r) = |r|m−1r
gives the classical PME), but also to the additional nonlinear transport-type first order perturbation,
composed of a vector field D : Rd → Rd and the nonlinearity b : R → R. Though solutions to
these equations have densities with respect to dx for t > 0, under suitable assumptions on β their
initial data may be arbitrary probability measures. To the best of our knowledge, the present paper
is the first in which equations of this general type are identified as gradient flows on a space of measures.

The differential geometry on P used in this paper was first introduced in [19]. But the method
how to identity natural tangent bundles over ”manifold-like” state spaces M has been known much
longer and goes back to [2, 4, 21]. It goes in two steps. The first is to fix a large enough (i.e., at least
point separating) class F of ”test functions” F : M → R. The second is to fix for each x ∈ M a
set C of ”suitable” curves γx : (−ε, ε) → M such that γx(0) = x, along which one can differentiate
t 7→ F (γx(t)) at t = 0 for each F ∈ F , which gives derivations at x as linear maps on F , i.e. a
”reduced tangent space” at x. Here ”reduced” indicates the fact that ifM is a Riemannian manifold,
then depending on F ⊆ C1(M) and C, one obtains smaller tangent spaces than the usual TxM. To
find F and, in particular, C, if M is a space of measures on a Riemannian manifold M is possible
due to the general idea of ”lifting” the geometry from M to M, which goes as follows: For a smooth,
compactly supported section ϕ in the tangent bundle TM of M (we write ϕ ∈ C∞c (M,TM)), let Φϕ be
the flow of ϕ on M , i.e. Φϕ(0, x) = x and d

dtΦ
ϕ(t, x) = ϕ(Φϕ(t, x)) for all (t, x) ∈ R×M . For ν ∈M,

let µ̃ϕ,νt := ν ◦ Φϕ(t)−1. The curves t 7→ µ̃ϕ,νt , ϕ ∈ C∞c (M,TM) form such a set C of suitable curves.
Then let F be all functions of the form F : M → R, F (ν) = f(ν(h1), . . . , ν(hk)), hi ∈ C∞c (M,R),
f ∈ C1

b (Rk), k ∈ N. One sets ∇ϕF (ν) := d
dtF (µ̃ϕ,νt )|t=0 and obtains by the chain rule

∇ϕF (ν) =

∫
M

〈 k∑
i=1

∂if(ν(h1), . . . , ν(hk))∇Mhi, ϕ
〉
TxM

dν(x).

Hence one defines TνM := C∞c (M,TM)
L2(M,TM ;ν)

= L2(M,TM); ν) with inner product 〈ϕ, ϕ̄〉TνM :=∫
M
〈ϕ(x), ϕ̄(x)〉TxM dν(x). Then the gradient ∇MF is uniquely characterized by

∇ϕF (ν) = 〈∇MF (ν), ϕ〉TνM (1.1)

for all ν ∈ M and ϕ ∈ TνM, i.e. for F as above ∇MF (ν) =
∑k
i=1 ∂if(ν(h1), . . . , ν(hk))∇Mhi.

The first implementation of this scheme was done in [2, 4, 21] to deduce a natural geometry on the
configuration space Γ(M) of a Riemannian manifold M , i.e. on the space of Z+ ∪ {∞}-valued Radon
measures on M . For the case M = Rd, M = P, which we consider in the present paper following
[19], we may replace µ̃ϕ,νt by µϕ,νt := ν ◦ (Id +tϕ)−1, since clearly d

dt µ̃
ϕ,ν
t |t=0

= d
dtµ

ϕ,ν
t |t=0

for all

ϕ ∈ C∞c (Rd,Rd) and ν ∈ P. The definition of µϕ,ν can be extended to any ϕ ∈ L2(Rd,Rd; ν), whereby
we arrive at our tangent spaces TνP = L2(Rd,Rd; ν) for all ν ∈ P. Depending on the FPK equation
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(FPK) under consideration, we consider TνP with either the standard L2-inner product 〈·, ·〉ν or, unlike
[19], with a weighted inner product with weight at ν = v(x)dx given by 1

b(v) , see (3.8)-(3.9). Please

see Section 2.2 for details on our geometry, and the appendix for a further independent deduction of
it. That the rather small class {t 7→ µϕ,νt , ϕ ∈ L2(Rd,Rd; ν), ν ∈ P} of curves is sufficiently large and
indeed the ”right” class to give a gradient flow representation for all nonlinear FPK equations of type
(gPME) is rather surprising, but this is the core result of the present paper.

Our main aim is to reveal the gradient flow structure of nonlinear FPK equations with respect to
the aforementioned differential geometry and to identify the corresponding energy functions. The key
idea is to evaluate solutions to nonlinear FPK equations, which are weakly continuous paths t 7→ µt
in P, not only through the linear functions t 7→ µt(ζ) :=

∫
Rd ζ dµt, ζ ∈ C2

c (Rd), but through the
much larger class of nonlinear finitely based functions on P, i.e. through all F : P → R of type
F (µ) = f(µ(h1), . . . , µ(hk)), k ∈ N, hi ∈ C2

c (Rd), f ∈ C1
b (Rk) (see the Notation section at the end

of this introduction for the notation of the usual function spaces used here and throughout). More
precisely, one simply calculates d

dtF (µt) using the fact that t 7→ µt solves the nonlinear FPK equation.
In order for t 7→ µt to satisfy (GF), this derivative should equal −diffEµt(∇PFµt) for all F as above,
which provides an ansatz to find E and hence the right gradient flow equation. Please see Section
2.3 for details. This method, which is rigorously implemented for (gPME) in this paper, seems also
applicable for other classes of FPK equations. Since the corresponding energy is a Lyapunov function
for the solutions, which can be used to analyze the asymptotic behavior of the gradient flow solutions
(see [9]), we hope that one benefit of this paper will be to identify Lyapunov functions for more general
classes of nonlinear FPK equations and, thereby, to obtain new results for the asymptotics of their
solutions. The following first main result of this paper concerns the classical PME with arbitrary (not
necessarily absolutely continuous with respect to Lebesgue measure) probability measures as initial
data.

Theorem 1. (see Theorem 3.2 for the precise formulation) Let µ0 ∈ P and m ≥ 2. The
unique probability solution to the classical PME

∂tu = ∆(|u|m−1u), t > 0 (PME)

in
⋂
δ>0 L

∞((δ,∞) × Rd) is the restricted unique solution to (GF) on P with energy E(vdx) =
1

m−1
∫
Rd v(x)mdx and gradient ∇PEν = ∇(vm)

v (= m
m−1∇(vm−1), if vm−1 ∈ W 1,1

loc (Rd), which is the
case for the unique solution to (PME) for m ≥ 3).

In particular, the famous Barenblatt solutions turn out to satisfy a gradient flow equation on P.
Our energy E coincides with the energy function in [15], where a very nice physical interpretation of
E is presented, though only absolutely continuous initial measures have been considered there. As the
second main result, we extend this theorem to the much larger class of nonlinear FPK equations of
type (gPME) as follows.

Theorem 2. (see Theorem 3.7 for the precise formulation) Under suitable assumptions on
β,D = −∇Φ and b, the unique probability solution to (gPME) is the restricted unique solution to
(GF) in L∞([0,∞)× Rd) with energy

E(v(x)dx) :=

∫
Rd
η(v(x)) dx+

∫
Rd

Φ(x)v(x)dx, η(r) :=

∫ r

0

g(s)ds :=

∫ r

0

∫ s

1

β′(w)

wb(w)
dw ds,

and gradient ∇Pb Eν = b(v)∇
(
g(v) + Φ

)
with respect to a weighted metric tensor 〈·, ·〉b depending on

b. Moreover, E is a Lyapunov function for u, i.e. E(u(t)) ≤ E(u(s)) for all s ≤ t.

As mentioned before, due to the nonlinear transport-type perturbation, we are led to consider the
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weighted L2-metric tensor 〈·, ·〉b with weight at ν = v(x)dx given by 1
b(v) . Furthermore, we prove for

(sufficiently many) ν ∈ P that ∇Pb Eν is a gradient vector field on Rd which, in addition, belongs to
the closure of {b(v)∇ζ | ζ ∈ C∞c (Rd)} in L2(Rd,Rd; ν) (see Proposition 3.10 below). We note that in
the classical case of the heat equation, i.e. β(r) = r and Φ = 0, E is the classical Boltzmann entropy
function.

We would like to repeat that our approach is substantially different from [15, 13] and subsequent
related works, such as [6, 24, 12, 11]. A more detailed overview of the available literature on these
directions is beyond the scope of this introduction. The point we want to stress is that all these works
are indeed of a different flavor than the present paper, in which we approach the identification of
FPK equations as gradient flows with respect to the differential geometry obtained by the previously
mentioned lifting procedure, but without involving any metric.

Organization. The rest of this paper is organized as follows. We repeat the general notion of
gradient flows on Riemannian manifolds in Section 2.1 and introduce our geometry on P in 2.2. In 2.3
we explain our ansatz to reveal the gradient flow structure of nonlinear FPKEs, and we present the
notion of gradient flow in our differential geometry on P in 2.4. Section 3 contains the main results.
First, we present our result on the classical PME and equations with general diffusivity functions in
3.1, then those on generalized PMEs in 3.2 including nonlinear transport-type drifts, and, finally, in
Section 3.3 we briefly discuss an extension to more general divergence-type equations. In the appendix
we present a further natural deduction of our differential geometry.

Notation. We write P := P(Rd) for the set of Borel probability measures on Rd and Pa ⊆ P for
its subset of absolutely continuous measures with respect to Lebesgue measure dx. For a measure
ν on a measurable space (X,X ) and an X -measurable function f : X → R, we abbreviate ν(f) :=∫
X
f(x) dν(x), provided the integral is defined. A Borel curve in P is a curve t 7→ µt from an interval

I ⊆ R such that t 7→ µt(A) is measurable for all Borel sets A ∈ B(Rd). Recall that the topology of
weak convergence of measures is the initial topology of the maps µ 7→ µ(g) for all bounded continuous
g : Rd → R. Restricted to P, it suffices to consider smooth compactly supported g.

We use the following standard function space notation. Cm(Rd,Rk), Cmb (Rd,Rk) and Cmc (Rd,Rk),
m ∈ N0∪{∞}, denote the spaces of m-fold differentiable functions g : Rd → Rk and, respectively, their
subsets of bounded and compactly supported functions. For k = 1, we write Cm(Rd), Cmb (Rd) and
Cmc (Rd), and for m = 0 C(Rd,Rk), Cb(Rd,Rk) and Cc(Rd,Rk), respectively. For p ∈ [1,∞], an open
set U ⊆ Rd and a measure ν on B(Rd), the usual Lp-spaces of (equivalence classes of) Borel measurable
functions g : U → Rk with (locally) ν-integrable p-th power are denoted by Lp(loc)(U,R

k; ν). If either

ν = dx or k = 1, we simply write Lp(loc)(U,R
k) or Lp(loc)(U ; ν), respectively. For the usual associated

norms, we write | · |p, if no confusion about d, k or ν can occur. Moreover, we denote by Wm,p
(loc)(R

d)

the usual Sobolev spaces of functions g : Rd → R with weak partial derivatives up to order m in
Lp(loc)(R

d). For p = 2, we write Hm
(loc)(R

d). These Sobolev spaces are always considered with respect

to dx. Bb(Rd) is the space of Borel measurable, bounded functions g : Rd → R.
The usual Euclidean norm and inner product on Rd are denoted by | · | and x · y. Depending on

context, we write Id both for the identity vector field Φ : Rd → Rd, Φ(x) = x, and for the d×d-identity
matrix. For f : Rd → R, we write f+ := max(0, f) and f− := max(0,−f). We set R+ := [0,∞) and,
for x, y ∈ R, x ∧ y := min(x, y) and x ∨ y := max(x, y).

2 Gradient flows on Riemannian manifolds and on P
Here we briefly recall the notion of gradient flows on Riemannian manifolds from a purely differential
geometric perspective. Then we introduce our geometry on P and the notion of gradient flow on P
based on it.
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2.1 Gradient flows on Riemannian manifolds

Let M be a d-dimensional Riemannian manifold, C1(M) the space of differentiable functions F : M →
R, TxM the (Hilbert) tangent space at x ∈ M (i.e. ` ∈ TxM if and only if ` : C1(M) → R such that
`(FG) = `(F )G(x) + `(G)F (x) for all F,G ∈ C1(M)) with inner product 〈·, ·〉TxM and dual space
TxM

∗, and let diffFx be the differential of F at x. Elements ` ∈ TxM are called derivations and act
on F ∈ C1(M) via

`(F ) =
d

dτ
(F ◦ γ`(τ))τ=0 = diffFx

(
d

dτ
γ`(τ)|τ=0

)
=
〈
∇Fx,

d

dτ
γ`(τ)|τ=0

〉
TxM

=
〈
∇Fx, `

〉
TxM

.

Here γ` denotes any C1-curve γ` : (−ε, ε) → M such that the first equality holds for all F ∈ C1(M).
At least one such curve with γ`(0) = x exists, since TxM can equivalently be defined as the set of
equivalence classes of C1-curves γ : (−ε, ε) → M with γ(0) = x, with equivalence relation γ1 ∼ γ2 :
⇐⇒ d

dτ (F ◦γ1(τ))|τ=0 = d
dτ (F ◦γ2(τ))|τ=0 for all F ∈ C1(M), i.e. there is an isomorphism between the

set of derivations ` and such equivalence classes. The second equality is the definition of the differential
diffF . Since diffFx ∈ TxM∗, the third equality follows from Riesz’ representation theorem and uniquely
characterizes the gradient ∇Fx ∈ TxM . The final equality follows from the aforementioned equivalence
of both definitions of TxM . In particular, letting ` = −∇Ex for E ∈ C1(M), it follows that the
derivation −∇Ex acts on F ∈ C1(M) via

−∇Ex(F ) = −diffEx(∇Fx) = −〈∇Fx,∇Ex〉TxM .

Let I = (a, b) with −∞ ≤ a < b ≤ +∞. A gradient flow on M is an equation

d

dτ
x(τ)|τ=t = −∇Ex(t), ∀t ∈ I (2.1)

in the tangent bundle TM =
⊔
x∈M TxM , to be solved for differentiable curves t 7→ x(t) on M . More

precisely, the differentiability of t 7→ x(t) yields d
dτ x(τ)|τ=t ∈ Tx(t)M and, as explained above, −∇Ex(t)

acts via
−∇Ex(t)(F ) = −〈∇Ex(t),∇Fx(t)〉Tx(t)M , ∀F ∈ C1(M).

Hence (2.1) implies

d

dτ
F
(
x(τ)

)
|τ=t = −diffEx(∇Fx) = −〈∇Ex(t),∇Fx(t)〉Tx(t)M , ∀t ∈ I, F ∈ C1(M), (2.2)

which is, in fact, equivalent to (2.1). Indeed, for ξ, ξ′ ∈ TxM , diffFx(ξ) = diffFx(ξ′) for all F ∈ C1(M)
implies ξ = ξ′, since every cotangent vector at x is the differential at x of a function in C1(M), and
the set of cotangent elements at x separates tangent vectors at x. E in (2.1) is also called energy
(function) of the system, and choosing F = E in (2.2) shows

E(x(t))− E(x(s)) = −
∫ t

s

|∇Ex(r)|2Tx(r)M dr, ∀s ≤ t ∈ I,

i.e. for any solution x of (2.1), t 7→ E(x(t)) is non-increasing.

2.2 Differential geometry on P
As mentioned in the introduction, we consider P as a manifold-like space with the lifted geometry from
Rd. Originally, an analogous geometry was introduced in [2, 4, 21] on the space Γ(M) of Z+ ∪ {+∞}-
valued Radon measures on a Riemannian manifold M (see also the follow-up papers [17, 3, 5, 16, 20, 14,
1]). The same approach for M = Rd and Γ(M) replaced by P = P(Rd), which was first implemented
in [19, App.A] and was recalled in the introduction of this paper, leads to the geometry of the present
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paper. Here we summarize the resulting geometry without repeating in detail the general idea of its
construction. The test function class consists of the finitely-based functions

FC2
b :=

{
F : P → R : F (ν) = f(ν(h1), . . . , ν(hk)), k ∈ N, hi ∈ C2

c (Rd), f ∈ C1
b (Rk)

}
, (2.3)

and the class of differentiable curves (−ε, ε) 3 t 7→ µt on P passing through ν ∈ P at t = 0 is given by
all curves of type

µϕ,νt := ν ◦ (Id +tϕ)−1, ϕ ∈ L2(Rd,Rd; ν).

Consequently, the tangent bundle TP :=
⊔
ν∈P TνP consists of the Hilbert tangent spaces

TνP := L2(Rd,Rd; ν), (2.4)

with metric tensor
〈·, ·〉 : ν 7→ 〈·, ·〉ν (2.5)

on TP, where 〈·, ·〉ν denotes the standard inner product on L2(Rd,Rd; ν). Indeed, ϕ ∈ TνP acts as a
derivation on F ∈ FC2

b , F (µ) = f(µ(h1), . . . , µ(hk)), because by the chain rule

d

dt
F (µϕ,νt )|t=0 =

k∑
i=1

∂if(ν(h1), . . . , ν(hk))〈∇hi, ϕ〉ν .

The differential of F ∈ FC2
b at ν ∈ P is the continuous linear functional on TνP

diffFν : ϕ 7→ d

dt
F (µϕ,νt )|t=0 =

k∑
i=1

∂if(ν(h1), . . . , ν(hk))〈∇hi, ϕ〉ν , (2.6)

and, in analogy to Riemannian geometry, the gradient ∇PF at ν is defined as the unique element
∇PFν ∈ L2(Rd,Rd; ν) associated to diffFν via the Riesz isomorphism, i.e.

∇PFν :=

k∑
i=1

∂if(ν(h1), . . . , ν(hk))∇hi. (2.7)

Consequently, by definition we have

diffFν(ϕ) = 〈∇PFν , ϕ〉ν , ∀ϕ ∈ TνP = L2(Rd,Rd; ν). (2.8)

In particular, ∇PF is independent of the representation F (µ) = f(µ(h1), . . . , µ(hk)) of F . For G ∈
FC2

b , analogously to Section 2.1, ∇PGν as a derivation acts on F ∈ FC2
b via

∇PGν(F ) = diffGν(∇PFν) = 〈∇PGν ,∇PFν〉ν =
k∑
i=1

∂if(ν(h1), . . . , ν(hk))〈∇hi,∇PGν〉ν . (2.9)

The following slight generalizations have not been considered in [19] or, as far as we know, elsewhere,
but are necessary for our main results.

Generalized differential and gradient. More generally, for G : D(G) ⊆ P → R not necessarily
from FC2

b , we define D(diffG) to be the set of all ν ∈ D(G) such that

diffGν(ϕ) :=
d

dt
G(µϕ,νt )|t=0, ϕ ∈ C1

c (Rd,Rd), (2.10)

is well-defined and linear as well as continuous with respect to the usual L2(Rd,Rd; ν)-topology. For
such ν, diffGν has a unique linear and continuous extension to all of L2(Rd,Rd; ν). Then again we
define ∇PGν as the unique element in TνP such that

diffGν(ϕ) =
〈
∇PGν , ϕ

〉
ν
, ∀ϕ ∈ C1

c (Rd,Rd),

i.e. (2.9) remains valid. In particular, we allow G(ν), diffGν and ∇PGν to be defined for ν from strict
subsets of P only.
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Weighted metric tensors and gradient. We also introduce weighted metric tensors on the tangent
bundle TP, which are needed for our main results, in particular Theorem 3.6, as follows. Let α : P →
Bb(Rd) be such that C−1 ≤ α(ν)(x) ≤ C for all x ∈ Rd and ν ∈ P, with C = C(α) > 1 independent
of x and ν. The inner product

〈ϕ, ϕ̃〉α,ν := 〈α(ν)ϕ, ϕ̃〉ν , ϕ, ϕ̃ ∈ L2(Rd,Rd; ν)

is equivalent to the standard inner product 〈·, ·〉ν , and we denote the weighted metric tensor ν 7→ 〈·, ·〉α,ν
by 〈·, ·〉α. For G : D(G) ⊆ P → R and ν ∈ D(diffG), we denote the gradient of G at ν with respect to
〈·, ·〉α by ∇PαGν , i.e. it is the unique element in L2(Rd,Rd; ν) such that

diffGν(ϕ) = 〈∇PαGν , ϕ〉α,ν , ∀ϕ ∈ C1
c (Rd,Rd).

For G ∈ FC2
b , we have

∇PαGν = α(ν)−1∇PGν . (2.11)

2.3 Gradient flow character of nonlinear Fokker–Planck equations

Here, through a heuristic computation, we explain a general method to reveal the gradient flow
character of nonlinear Fokker–Planck–Kolmogorov equations by considering solutions of the latter
as curves on P with the geometry from Section 2.2. First, we repeat the definition of distributional
solutions to (FPK).

Definition 2.1. A distributional probability solution (0,∞) 3 t 7→ µt to (FPK) is a Borel curve t 7→ µt
of probability measures µt ∈ P such that (t, x) 7→ aij(t, µt, x) and (t, x) 7→ bi(t, µt, x), i, j ∈ {1, . . . , d},
belong to L1

loc([0,∞)× Rd;µtdt), and for all 0 ≤ s < t and ζ ∈ C2
c (Rd)∫

Rd
ζ(x) dµt(x)−

∫
Rd
ζ(x) dµs(x) =

∫ t

s

∫
Rd
aij(r, µr, x)∂ijζ(x) + bi(r, µr, x)∂iζ(x) dµr(x)dr.

For brevity, we simply say solution instead of distributional probability solution.

Such solutions are clearly weakly continuous. Moreover, it follows that t 7→ µt(ζ) is differentiable
dt-a.s. for every ζ ∈ C2

c (Rd), with derivative

d

dt

∫
Rd
ζ(x) dµt(x) =

∫
Rd
aij(t, µt, x)∂ijζ(x) + bi(t, µt, x)∂iζ(x) dµt(x) dt-a.s.,

where the exceptional set can be chosen independent of ζ. For the following heuristic computation we
assume µt = u(t, x)dx and that the dependence of aij on µ is of Nemytskii-type. For F ∈ FC2

b , F (ν) =
f(ν(h1), . . . , ν(hk)), t 7→ F (µt) is differentiable dt-a.s. with derivative

d

dτ
F (µτ )|τ=t =

k∑
l=1

∂lf(µt(h1), . . . , µt(hk))
d

dτ
µτ (hl)|τ=t

=

k∑
l=1

∂lf(µt(h1), . . . , µt(hk))

∫
Rd
aij(t, µt)∂ijhl + b(t, µt)∇hl dµt

=

〈 k∑
l=1

∂lf(µt(h1), . . . , µt(hk))∇hl,
− div(a(t, µt)u(t))

u(t)
+ b(t, µt)

〉
µt

=

〈
∇PFµt ,

−div(a(t, µt)u(t))

u(t)
+ b(t, µt)

〉
µt
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for dt-a.e. t > 0. Here we ignored the question of differentiability of u(t) in x and wrote a = (aij)1≤i,j≤d
and div(au) ∈ Rd for the vector with entries ∂i(uaij), 1 ≤ j ≤ d (using Einstein summation convention).
Hence t 7→ d

dτ µτ |τ=t is a curve of tangent vectors (up to an dt-zero set) with action

d

dτ
µτ |τ=t(F ) = diffFµt(

d

dτ
µτ |τ=t) =

d

dτ
F (µτ )|τ=t =

〈
∇PFµt ,

−div(a(t, µt)u(t))

u(t)
+b(t, µt)

〉
µt

∀F ∈ FC2
b .

Consequently, if there is E : P → R such that dt-a.s. µt ∈ D(diffE) and

diffEµt(∇PFµt) =

〈
∇PFµt ,

div(a(t, µt)u(t))

u(t)
− b(t, µt)

〉
µt

, (2.12)

it follows that

∇PEµt =
div(a(t, µt)u(t))

u(t)
− b(t, µt) ∈ L2(Rd,Rd;µt) dt-a.s.,

and hence that t 7→ µt satisfies dt-a.s. (compare with (2.2))

d

dτ
µτ |τ=t = −∇PEµt

in TµtP. The dt-zero exceptional set cannot be avoided, since in general it is not possible to obtain
differentiability of t 7→ µt(ζ) for every t > 0 from Definition 2.1.

Remark 2.2. In the case aij(t, ν, x) = δij
β(v(x))
v(x) , ν = v(x)dx, which is treated in Section 3, one has

div(a(t,µt)u(t))
u(t) =∇β(u(t))u(t) .

Hence the essence of our ansatz is to first evaluate not only the linear maps ν 7→ ν(ζ), ζ ∈ C2
c (Rd),

along solutions t 7→ µt to (FPK), but the much bigger class of nonlinear functions F ∈ FC2
b , and then

to identify the energy E via (2.12).

2.4 Gradient flows on P
Let α : P → Bb(Rd), C−1 < α < C, C > 1, be a weight as in Section 2.2 with metric tensor 〈·, ·〉α (the
non-weighted case corresponds to α ≡ 1).

Definition 2.3. Let I = (a, b), −∞ ≤ a < b ≤ +∞, and t 7→ µt be such that there is a dt-zero set
N ⊆ I such that for all t ∈ N c, t 7→ µt(ζ) is differentiable for all ζ ∈ C2

c (Rd). For E : D(E) ⊆ P → R
such that µt ∈ D(diffE) (and thus ∇PαEµt is defined for all t ∈ N c), t 7→ µt is called a solution to the
gradient flow with energy E and weight α, if it satisfies

d

dτ
µτ |τ=t = −∇PαEµt dt-a.s. (P-GF)

(P-GF) is equivalent to µt ∈ D(diffE) dt-a.s. and

d

dτ
F
(
µτ
)
|τ=t = −diffEµt(∇PαFµt) ∀F ∈ FC2

b dt− a.s., (2.13)

and for F (ν) = f(ν(h1), . . . , ν(hk)) and t ∈ N c, by (2.11) the latter is equivalent to

k∑
i=1

∂if
(
µt(h1), . . . , µt(hk)

) d
dτ
µτ (hi)

|τ=t
= −

k∑
i=1

∂if
(
µt(h1), . . . , µt(hk)

)
diffEµt(α(µt)

−1∇hi).

Therefore t 7→ µt solves (P-GF) if and only if there is a zero set N ⊆ I such that for all t ∈ N c and
ζ ∈ C2

c (Rd) (with exceptional set independent of ζ)

d

dτ
µτ (ζ)

|τ=t
= −diffEµt(α(µt)

−1∇ζ). (2.14)
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Remark 2.4. For t 7→ µt and E as above, heuristically choosing F = E in (2.13) yields

E(µt)− E(µs) = −
∫ t

s

|∇PαEµr |2α,µr dr ≤ 0, ∀s < t ∈ I.

However, since we do not necessarily have E ∈ FC2
b (∇EPα might be defined in the generalized sense

explained in Section 2.2), the choice F = E in (2.13) might not be permitted.

3 Generalized PME as gradient flows on P and identification
of the energy

In this section we present our main results: We show that solutions to a class of generalized PMEs
solve gradient flows equations on P and we identify the corresponding energy function. We also
prove a uniqueness result for the gradient flows. First, we consider the classical PME, see Theorem
3.2. In Section 3.2 we consider generalized PMEs with general diffusivity functions and an additional
nonlinear transport-type first-order term, see Theorem 3.6. Finally, in Section 3.3, we present a further
generalization to a larger class of divergence-type equations. We stress that throughout this section
the uniqueness of solutions to the FPK equation does not play any role for our results and proofs,
except, of course, for the uniqueness assertions concerning the gradient flow in theorems 3.2 and 3.7.

Consider the equation (gPME). Conditions on the diffusivity function β as well as on the spatial
drift-vector field D and the nonlinearity b are given below. In the literature, equations with D = 0 are
also called generalized PME or PME with generalized diffusivity, see for instance [23]. In the present
paper, generalized PME refers both to the general diffusivity β and to the additional transport-type

drift. (gPME) is a special case of (FPK) with aij(t, µ, x) = δij
β(u(x))
u(x) and bi(t, µ, x) = D(i)(x)b(u(x)),

where µ = u(x)dx. For the case of Nemytskii-type coefficients, the following definition of solution is a
more common (but equivalent) formulation than Definition 2.1.

Definition 3.1. µ : [0,∞) → P, µ : t 7→ µt, is a weakly continuous distributional probability solution
to (gPME) (for brevity just solution) with initial datum µ0 ∈ P if t 7→ µt is weakly continuous,
µt = u(t, x)dx dt-a.s.,

u, β(u) ∈ L1
loc([0,∞)× Rd), b(u)D ∈ L1

loc([0,∞)× Rd,Rd),

and ∫ ∞
0

∫
Rd
u(t, x)(∂tζ(t, x) + b(u(t, x))D(x) · ∇ζ(t, x))

+β(u(t, x))∆ζ(t, x)dt dx+ µ0(ζ(0, ·)) = 0, ∀ζ ∈ C∞0 ([0,∞)× Rd).

It follows that the initial datum µ0 is attained weakly, i.e. µt −→ µ0 as t → 0 in the topology of
weak convergence of probability measures.

3.1 The classical porous media equation

For m > 1, consider the classical porous media equation (PME) on Rd, i.e. (gPME) with β(r) =
|r|m−1r and D = 0, with an arbitrary initial condition µ0 ∈ P. By [18, Thm.1], for every µ0 ∈ P,
there is a unique solution (0,∞) 3 t 7→ u(t, x)dx ∈ P to (PME) in

⋂
δ>0 L

∞((δ,∞) × Rd) such that

u(t, x)dx −→ µ0 weakly as t → 0. Furthermore, by [7, Sect.5], u(t)α ∈ H1(Rd) for all α ≥ m+1
2 for

dt-a.a. t > 0.
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Identification of the energy. According to Section 2.3 (in particular, Remark 2.2), the ansatz to
find the energy E for the gradient flow equation is to find E such that µt ∈ D(diffE) dt−a.s. and

diffEν(ϕ) =

〈
ϕ,
∇(vm)

v
− b(t, ν)

〉
ν

∀ϕ ∈ C1
c (Rd,Rd)

for all ν ∈ D(diffE). We shall obtain

Dnice :=

{
ν = v(x)dx ∈ P

∣∣ v ∈ L∞(Rd), vm ∈W 1,1
loc ,
∇(vm)

v
∈ L2(Rd,Rd; ν)

}
⊆ D(diffE).

As shown in the proof of Theorem 3.2 below, the right choice of E is

E : D(E) ⊆ Pa → R, E(udx) :=

∫
Rd
η(u(x))dx, η(r) := m

∫ r

0

∫ s

1

wm−2 dw ds, r ≥ 0, (3.1)

i.e. we have, since D(E) ⊆ P,

E(udx) =
1

m− 1

(∫
Rd
u(x)mdx−m

)
, (3.2)

and D(E) = Pa ∩Lm(Rd). Since E appears only through its differential (a first-order functional), the
(compared with Otto [15]), additional zero order summand − m

m−1 can be dropped.

Main result. Note that for ϕ ∈ C1
c (Rd,Rd), ν = v(x)dx ∈ Pa and |τ | < ε = ε(ϕ) > 0, by the

transformation rule the measure µϕ,ντ = ν ◦ (Id +τϕ)−1 is absolutely continuous with respect to dx
with density

dµϕ,ντ
dx

(x) = v
(
(Id +τϕ)−1(x)

)
|detD(Id +τϕ)(x)|−1, (3.3)

where Dψ denotes the Jacobian of ψ ∈ C1(Rd,Rd).

Theorem 3.2. (i) Let m ≥ 2 and µ0 ∈ P. The unique solution t 7→ µt = u(t, x)dx to (PME)
in
⋂
δ>0 L

∞((δ,∞) × Rd) with initial datum µ0 is a solution to (GF) in P with E as in (3.1)
and the standard L2-metric tensor 〈·, ·〉 on TP (i.e. with weight α ≡ 1). The gradient of E for
ν = v(x)dx ∈ Dnice is

∇PEν =
∇(vm)

v
∈ L2(Rd,Rd; ν).

(ii) If, in addition, m ≥ 3, for t 7→ µt from (i) we have

∇PEµt =
∇(u(t)m)

u(t)
=

m

m− 1
∇(u(t)m−1) dt-a.s.,

i.e. in this case ∇PEµt is a gradient vector field in TµtP = L2(Rd,Rd;µt).

(iii) The curve t 7→ µt from (i) is the unique solution to the gradient flow with E as in (i) in(⋂
δ>0 L

∞((δ,∞)× Rd)
)
∩ L1

loc([0,∞)× Rd) ∩Dnice such that µt −→ µ0 weakly as t→ 0.

Proof. (i) For t 7→ µt = u(t, x)dx from the assertion we have for all ζ ∈ C2
c (Rd) and dt-a.e. t > 0

(with exceptional set independent of ζ)

d

dτ
µτ (ζ)

|τ=t
=

∫
Rd

−∇(u(t, x)m)

u(t, x)
· ∇ζ(x) dµt(x).

Hence, considering (2.14), to prove the assertion, it is sufficient to show

Dnice ⊆ D(diffE), (3.4)
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∫
Rd

−∇(v(x)m)

v(x)
· ϕ(x) dν(x) = −diffEν(ϕ) (3.5)

for every ϕ ∈ C1
c (Rd,Rd) and ν = v(x)dx ∈ Dnice, and µt ∈ Dnice dt-a.s. Concerning (3.4),

by (3.3) it is easy to see that µϕ,ντ ∈ D(E) for all ϕ ∈ C1
c (Rd,Rd), ν = v(x)dx ∈ Pa such that

v ∈ L∞(Rd) and |τ | < ε = ε(ϕ, ν) > 0. Moreover, τ 7→ E(µϕ,ντ ) is differentiable at τ = 0, since
by the transformation rule

E(µϕ,ντ ) =

∫
Rd
η

(
dµϕ,ντ
dx

(x)

)
dx

=
1

m− 1

∫
Rd
v(x)m|detD(Id +τϕ)(x+ τϕ(x))|−m| · | detD(Id +τϕ)(x)| dx− m

m− 1

and since by Lemma 3.3 below and because v ∈ L∞(Rd) the integrand on the right is differentiable
in τ ∈ (−ε, ε) for all x ∈ Rd with uniformly in τ L1(Rd)-bounded derivative. Hence, for ν ∈ Dnice,
Lemma 3.3 yields ν ∈ D(diffE) and

diffEν(ϕ) =
d

dτ
E(µϕ,ντ )|τ=0 = −

∫
Rd
v(x)m divϕ(x) dx =

〈
∇(vm)

v
, ϕ

〉
ν

.

Consequently, also (3.5) holds. It remains to show µt ∈ Dnice dt-a.s. To this end, recall u(t)m−
1
2 ∈

H1(Rd) dt-a.s. This follows from [7, Rem.5.4] since m − 1
2 ≥

m+1
2 for m ≥ 2. Note that [7,

Rem.5.4] is restricted to d ≥ 3. However, this restriction is only needed for the more general
diffusivity functions β instead of r 7→ |r|m−1r considered in [7]. More precisely, tracing through
the proof of [7, Thm.5.2], one sees that d ≥ 3 is only needed for the L1 − L∞-regularization
result of Theorem 4.1 of the same reference. But this result is true for (PME) for any d ≥ 1,

see for instance [23, Thm.9.12]. Since u(t)m−
1
2 ∈ H1(Rd) implies u(t)m ∈ W 1,1

loc (Rd) as well as
∇(u(t)m)
u(t) ∈ L2(Rd,Rd;µt), the proof is complete.

(ii) For m ≥ 3 we have m − 1 ≥ m+1
2 , hence by [9, Rem.5.4], u(t)m−1 ∈ H1(Rd) dt-a.s. Now the

additional equality of the assertion follows from a straightforward calculation.

(iii) Any such solution t 7→ νt to (GF) with E as in (i) is a solution to (PME). Hence the claim
follows from the restricted uniqueness result [18, Thm.1] for (PME).

We used the following lemma for the previous proof. Recall that Dψ denotes the Jacobian for
ψ ∈ C1(Rd,Rd).

Lemma 3.3. Let ϕ ∈ C1
b (Rd,Rd). Then, there is ε = ε(ϕ) > 0, which does not depend on x ∈ Rd,

such that for all x ∈ Rd:

(i) τ 7→ detD(Id +τϕ)(x) is differentiable on (−ε, ε) with derivative divϕ(x) at τ = 0.

(ii) τ 7→ detD(Id +τϕ)(x+ τϕ(x))−1 is differentiable on (−ε, ε) with derivative −divϕ(x) at τ = 0.

Moreover, both maps and their first derivatives in τ are uniformly bounded in (τ, x) ∈ (−ε, ε)×Rd.

Proof. Choose ε > 0 such that detD(Id +τϕ)(x) > 0 for all (t, x) ∈ (−ε, ε) × Rd. This is possible,
since ϕ ∈ C1

b (Rd,Rd), detD(Id)(x) = 1 and since (t, x) 7→ detD(Id +τϕ)(x) is continuous.

(i) The differentiability follows directly from the Leibniz formula. Concerning the derivative at
τ = 0, note that in dimension d = 1 one has

d

dτ

(
detD(Id +τϕ)(x)

)
|τ=0

=
d

dτ

(
1 + τϕ′(x)

)
|τ=0

= ϕ′(x) = divϕ(x).
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Now the claim follows by induction over d and by using the Laplace expansion for the determinant
of a quadratic matrix. Indeed, regrouping all summands in the Laplace expansion in terms of
their order in t, the only summand of order one is divϕ(x). Hence, by differentiating in t, the
claim follows.

(ii) Consider the map (t, y) 7→ detD(Id +τϕ)(y). Again appealing to the Leibniz formula, clearly
(τ, y) 7→ detD(Id +τϕ)(y) is differentiable on (−ε, ε) × Rd. Hence, for x ∈ Rd fixed (but
arbitrary), (i) implies

d

dτ

(
detD(Id +τϕ)(x+ τϕ(x))

)−1
|τ=0

= −(1,divϕ(x)) · (divϕ(x), (∂y detD(Id +τϕ)(y))|(τ,y)=(0,x))

= −divϕ(x),

since (∂y detD(Id +τϕ)(y))|(τ,y) = 0. Indeed, by the Leibniz formula, ∂y detD(Id +τϕ)(y)
consists of summands of order of at least 1 in t, and hence its evaluation at any point (0, y)
equals 0.

The final claim follows directly from the Leibniz formula.

Remark 3.4. The restriction m ≥ 2 in Theorem 3.6 is only needed to apply [7, Rem.5.4] in order

to obtain ∇(u(t)m)
u(t) ∈ L2(Rd,Rd;µt). Without this, we cannot prove ∇PEµt ∈ L2(Rd,Rd;µt) = TµtP,

i.e. we cannot prove that ∇PE is a section along t 7→ µt in the tangent bundle TP. But even for

m ∈ (1, 2) we have ∇(u(t)m) ∈ L2(Rd,Rd) and thus ∇(u(t)m)
u(t) ∈ L1

loc(Rd,Rd;µt). Then ∇PEµt can be

considered as the unique representing element in L1
loc(Rd,Rd;µt) of diffEµt on (C1

c (Rd,Rd), | · |∞), and
solutions to (PME) can be understood as solutions to the gradient flow in such a generalized sense.

Remark 3.5. For d ≥ 3, the assertion and the proof of Proposition 3.2 can be extended to the case of
a more general diffusivity function β : r 7→ β(r) in place of r 7→ |r|m−1r in (PME), with the following
assumptions on β.

β ∈ C2(R), β(0) = 0, |β(r)| ≤ Crα, β′(r) ≥ C|r|α−1

for C > 0, α ≥ 1, and β′ is such that η given below belongs to C1(R) (which is, e.g., the case, if we
have β′(r) ≤ C|r|α−1 for some α ≥ 2). Then the energy E is given by

E : D(E) ⊆ Pa → R, E(udx) :=

∫
Rd
η(u(x))dx, η(r) :=

∫ r

0

∫ s

1

β′(w)

w
dwds, r ≥ 0,

where D(E) := {ν = v(x)dx : η(v) ∈ L1(Rd)}. Indeed, in this case, by [7, Sect.5], for any µ0 ∈
P there is a solution t 7→ µt = u(t, x)dx to (PME) (with r 7→ β(r) replacing r 7→ |r|m−1r) in⋂
δ>0 L

∞((δ,∞)×Rd) with initial datum µ0. However, here we need to assume additionally µt ∈ D(E)
dt-a.s (which again follows if, e.g., β′(r) ≤ C|r|α−1 for some α ≥ 2). Then a similar calculation as in
the proof of Theorem 3.2 shows

diffEµt(ϕ) =
d

dt
E(µϕ,ντ )|τ=0 =

∫
Rd

(
η(u(t, x))− η′(u(t, x))u(t, x)

)
divϕ(x) dx, ∀ϕ ∈ C1

c (Rd,Rd).

Since
(
η(r)−η′(r)r

)′
= −β′(r) and since [7, Rem.5.4] yields β(u(t)) ∈ H1(Rd) dt-a.s., we have dt-a.s.

diffEµt(ϕ) =

∫
Rd
∇(β(u(t, x))) · ϕ(x) dx.

Hence, as in Remark 3.4, ∇PEµt = −∇(β(u(t)))
u(t) is the unique L1

loc(Rd,Rd;µt)-element representing

diffEµt on (C1
c (Rd,Rd), | · |∞), and t 7→ µt can be understood as a solution to the gradient flow in this

generalized sense.
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3.2 Generalized porous media equation

Now we consider equation (gPME). We will prove that solutions to this equation solve (P-GF) with
a weighted metric tensor 〈·, ·〉α (see Section 2.2). Consider the following set of assumptions on the
coefficients β, b and D.

Hypothesis 1

(i) β ∈ C1(R), β(0) = 0, γ ≤ β′(r) ≤ γ1, r ∈ R, for 0 < γ < γ1 <∞.

(ii) b ∈ Cb(R) ∩ C1(R), b ≥ b0 > 0.

(iii) Φ ∈ C1(Rd), ∇Φ ∈ Cb(Rd,Rd), D = −∇Φ.

(iv) (divD)− ∈ L∞(Rd) and (divD)+ ∈ (L2(Rd) + L∞(Rd)).

(v) Φ ∈W 2,1
loc (Rd), Φ ≥ 1, lim

|x|→∞
Φ(x) = +∞ and there exists m ∈ [2,∞) such that Φ−m ∈ L1(Rd).

First, we only assume (i)-(iii) . The ansatz for the following energy functional comes again from Section
2.3. Set

η : R+ → R, η(r) :=

∫ r

0

g(s)ds :=

∫ r

0

∫ s

1

β′(w)

wb(w)
dw ds, (3.6)

and

E : D0(E) ⊆ Pa → R ∪ {+∞}, E(vdx) :=

∫
Rd
η(v(x)) dx+

∫
Rd

Φ(x) v(x)dx, (3.7)

where D0(E) := {ν = v(x)dx ∈ Pa |Φ ∈ L1(Rd; ν)}. Note that by (i) and (ii) we have for r ≥ 0

γ1
b0
1[0,1](r)r(log r−1)+

γ

|b|∞
1(1,∞)(r)r(log r−1) ≤ η(r) ≤ γ

|b|∞
1[0,1](r)r(log r−1)+

γ1
b0
1(1,∞)(r)r(log r−1),

which yields the second equality in the next line

D(E) = D0(E)∩{ν = v(x)dx ∈ Pa |E(v(x)dx) < +∞} = D0(E)∩{ν = v(x)dx ∈ Pa | v log v ∈ L1(Rd)}.

We point out that in general E is not convex. For main results of this section, Theorems 3.6 and 3.7,
we consider the weight α,

α : P → Bb(Rd), α(ν) :=

{
x 7→ 1

b(v(x)) , if ν ∈ Pa, ν = v(x)dx,

1 , else,
(3.8)

and we denote the corresponding metric tensor and gradient by 〈·, ·〉b and ∇Pb , i.e.

〈·, ·〉b : ν 7→ 〈·, ·〉b,ν =

〈
1

b(v(x))
·, ·
〉
ν

(3.9)

for ν = v(x)dx ∈ Pa, and 〈·, ·〉b,ν = 〈·, ·〉ν if ν ∈ P\Pa. For G : D(G) ⊆ P → R and ν ∈ D(diffG),
∇Pb Fν denotes the unique element in L2(Rd,Rd; ν) such that diffFν(ϕ) = 〈∇Pb Fν , ϕ〉b,ν for all ϕ ∈
C1
c (Rd,Rd). We introduce the set

D′nice :=

{
ν = v(x)dx ∈ P | v ∈ L∞(Rd) ∩W 1,1

loc (Rd),
β′(v)∇v

v
∈ L2(Rd,Rd; ν)

}
,

and we will prove D′nice ∩D(E) ⊆ D(diffE) under the assumptions of Hypothesis 1 (see Theorem 3.7).
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Theorem 3.6. Suppose (i)-(iii) of Hypothesis 1 hold. Let t 7→ µt = u(t, x)dx be a solution to
(gPME) with initial datum µ0 ∈ P such that µt ∈ D′nice ∩ D(E) for dt-a.e. t > 0. Then t 7→ µt
solves (P-GF) with E as in (3.7) and with the weighted metric tensor 〈·, ·〉b from (3.9). We have
D′nice ∩D(E) ⊆ D(diffE) and the weighted gradient of E for ν = v(x)dx ∈ D′nice ∩D(E) is

∇Pb Eν =
∇(β(v))

v
− b(v)D = b(v)∇

(
g(v) + Φ

)
(3.10)

in (L2(Rd,Rd; ν), 〈·, ·〉b,ν).

Proof. For t 7→ µt = u(t, x)dx as in the assertion we have for all ζ ∈ C2
c (Rd) and dt-a.e. t > 0 (with

exceptional set independent of ζ)

d

dτ
µτ (ζ)

|τ=t
=

∫
Rd

β(u(t, x))

u(t, x)
∆ζ +D(x)b(u(t, x)) · ∇ζ dµt(x).

Hence, by Section 2.4, it remains to prove

D′nice ∩D(E) ⊆ D(diffE), (3.11)

−diffEν(b(v)ϕ) = −
∫
Rd

(
∇β(v(x))

v(x)
−D(x)b(v(x))

)
· ϕdν(x) (3.12)

for every ϕ ∈ C1
c (Rd,Rd) and ν ∈ v(x)dx ∈ D′nice ∩ D(E). Concerning (3.11), let ν = v(x)dx ∈

D′nice ∩ D(E). Recall that for ϕ ∈ C1
c (Rd,Rd) and |τ | < ε = ε(ϕ) > 0, µϕ,ντ = ν ◦ (Id +τϕ)−1 is

absolutely continuous with density as in (3.3). Moreover, µϕ,ντ ∈ D(E) for |τ | < ε (with ε > 0 as
above). Indeed,∫

Rd
|Φ(x+ τϕ(x))|v(x)dx =

∫
(suppϕ)c

|Φ(x)|v(x)dx

+

∫
(Id+τϕ)(suppϕ)

|Φ(x)|v(Id +τϕ)−1(x))|detD(Id +τϕ)(x)|−1dx,

and both summands on the right-hand side are finite, since v ∈ D(E)∩L∞(Rd), Φ ∈ L1
loc(Rd), and due

to Lemma 3.3. Hence µϕ,ντ ∈ D0(E), so by the transformation rule it remains to show, abbreviating
j(τ, x) := |detD(Id +τϕ)(x+ τϕ(x))|−1, that v(x)j(τ, x) log

(
v(x)j(τ, x)

)
∈ L1(Rd). But this follows,

since j(τ, x) is uniformly in (τ, x) ∈ (−ε, ε) × Rd contained in an interval (1 − δ, 1 + δ), where (after
decreasing ε if necessary) δ = δ(ε) ∈ (0, 1/2), and hence∫

Rd
v(x)j(τ, x)| log

(
v(x)j(τ, x)

)
| dx ≤ 2

∫
Rd
v(x)(| log v(x)|+ log 2) dx <∞.

Moreover, τ 7→ E(µϕ,ντ ) is differentiable in τ = 0, since by the transformation rule

E(µϕ,ντ ) =

[ ∫
Rd
η

(
dµϕ,ντ
dx

(x)

)
dx+

∫
Rd

Φ(x)

(
dµϕ,ντ
dx

(x)

)
dx

]
=

[ ∫
Rd
η

(
v(x)|detD(Id +τϕ)(x+ τϕ(x))|−1

)
|detD(Id +τϕ)(x)| dx

+

∫
Rd

Φ(x+ τϕ(x)) dν(x)

]
=: I1(τ) + I2(τ),

and the integrands of Ii(τ), i ∈ {1, 2}, are differentiable in τ ∈ (−ε, ε) for all x ∈ Rd with derivative
uniformly L1(Rd)-, and L1(Rd; ν)-bounded in τ , respectively. Indeed, for I2, this follows immediately
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from Φ ∈ C1(Rd) and the boundedness of ∇Φ and ϕ. For I1, the claim follows by Lemma 3.3,
v ∈ L∞(Rd) and the local boundedness of η′. Therefore, we obtain

diffEν(ϕ) =
d

dτ
E(µϕ,ντ )|τ=0 =

d

dτ

[ ∫
Rd
η

(
dµϕ,ντ
dx

(x)

)
dx+

∫
Rd

Φ(x)
dµϕ,ντ
dx

(x)dx

]
|τ=0

=
d

dτ

[ ∫
Rd
η

(
v(x)|detD(Id +τϕ)(x+ τϕ(x))|−1

)
|detD(Id +τϕ)(x)| dx

+

∫
Rd

Φ(x+ τϕ(x)) dν(x)

]
|τ=0

. (3.13)

First note

d

dτ

[ ∫
Rd

Φ(x+ τϕ(x)) dν(x)

]
|τ=0

=

∫
Rd
∇Φ · ϕ(x) dν(x) = −

∫
Rd
D(x) · ϕ(x) dν(x).

Concerning the other summand in (3.13), we find

d

dτ

[ ∫
Rd
η

(
v(x)|detD(Id +τϕ)(x+ τϕ(x))|−1

)
|detD(Id +τϕ)(x)| dx

]
|τ=0

=

∫
Rd
η′(v(x))

(
d

dτ

∣∣∣∣detD(Id +τϕ)(x+ τϕ(x))

∣∣∣∣−1)
|τ=0

v(x)

+ η(v(x))
d

dτ
|detD(Id +τϕ)(x)||τ=0 dx

=

∫
Rd

(
η(v(x))− η′(v(x))v(x)

)
divϕ(x) dx,

where we used Lemma 3.3 for the final equality. Since v ∈ W 1,1
loc (Rd) and since η(r) − η′(r)r is

differentiable with derivative = −β
′(r)
b(r) , by the divergence theorem we obtain∫

Rd

(
η(v(x))− η′(v(x))v(x)

)
divϕ(x) dx =

∫
Rd

β′(v(x))∇v(x)

b(v(x))
· ϕdx =

∫
Rd

β′(v(x))∇v(x)

v(x)b(v(x))
· ϕdν(x).

Hence, since β′(v)∇v
v ∈ L2(Rd,Rd; ν), the map

ϕ 7→ diffEν(ϕ) =

∫
Rd

(
β′(v(x))∇v(x)

v(x)b(v(x))
−D(x)

)
· ϕ(x) dν(x)

is linear and continuous on C1
c (Rd,Rd) with respect to the L2(Rd,Rd; ν)-topology, Thus we have shown

(3.11)-(3.12) and the proof is complete.

Now assume all of Hypothesis 1. In this case, (gPME) has a unique bounded solution t 7→ u(t, x)dx
for every initial datum µ0 ∈ L∞(Rd)∩D(E), and, as we will show, this solution belongs to D′nice∩D(E).
Consequently, Theorem 3.6 applies. More precisely, we have Theorem 3.7 below. We point out that
the assumption β′ ≤ γ1 from (i) of Hypothesis 1 is not needed here, since β′(u) is bounded due to the
boundedness of u, even if β′ is only locally bounded. Moreover, in this case we obtain a uniqueness
result for the gradient flow, comparable to Theorem 3.2, since for solutions in L1

loc([0,∞) × Rd) all
integrability conditions from Definition 3.1 are fulfilled.

Theorem 3.7. Suppose Hypothesis 1 is satisfied and let µ0 ∈ L∞(Rd) ∩D(E).

(i) There is a unique solution to (gPME) in L∞([0,∞) × Rd with initial datum µ0, and it solves
(P-GF) with E from (3.7) and weighted metric tensor 〈·, ·〉b. We have D′nice∩D(E) ⊆ D(diffE),
and the formula for ∇Pb Eν for ν ∈ D′nice ∩D(E) is as in (3.10).
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(ii) Moreover, the solution from (i) is the unique solution to this gradient flow in L∞([0,∞)×Rd)∩
D′nice ∩D(E) with initial datum µ0.

Proof. (i) The existence and uniqueness assertion follows from [9, Prop.2.2] (there it is proven that
such solutions exist and are unique for every µ0 ∈ L1(Rd) ∩ L∞(Rd)). Hence it remains to
prove µt ∈ D′nice ∩ D(E) dt-a.s. for this solution t 7→ µt = u(t, x)dx. First, µt ∈ D(E) ∩
W 1,1

loc (Rd) dt-a.s. follows from [9, Thm.4.1]. Furthermore, by [9, Thm.4.1.,Eq.(4.7)] and since
b(u(t))D ∈ L∞(Rd,Rd), the triangle inequality and u(t) ∈ L1(Rd) yield β′(u(t))∇u(t)(u(t))−1 ∈
L2(Rd,Rd;µt) dt-a.s.

(ii) It is easily seen that any such solution to the gradient flow is a solution to the FPK equation.
Hence the claim follows from the restricted uniqueness result in (i).

Remark 3.8 (Stationary solutions to (gPME)). If in addition to Hypothesis 1 also the ”balance
condition”

γ1∆Φ(x)− b0|∇Φ(x)|2 ≤ 0, dx− a.s., (3.14)

holds, it was shown in [9] that E from (3.7) is a Lyapunov function for the solution t 7→ µt, i.e.
E(µt) ≤ E(µs) for all 0 ≤ s ≤ t. Moreover, it is proven there that µt converges to an equilibrium u∞
in L1(Rd) as t→∞, which is a stationary solution to (gPME) and can be calculated from E via

u∞(x) = g−1
(
− Φ + c

)
,

where g(r) = η′(r) with η from (3.6) and c ∈ R is a uniquely determined constant. A similar result for
degenerate diffusivities β was obtained in [8]. That t 7→ E(µt) is decreasing is, at least heuristically,
also implied by Remark 2.4. This suggests that our identification of the energy E provides an ansatz to
find Lyapunov functions — and hence stationary solutions — in more general cases than those covered
in [9].

Remark 3.9. We would like to point out that if β(r) = σr, σ ∈ (0,∞) and b(r) = b0 ∈ (0,∞), then
η(r) = σ

b0
r(log r − 1), r ≥ 0, i.e. in this case E in (3.7) is the classical Boltzmann entropy function.

To conclude this subsection, we want to prove that in the situation of Theorem 3.6 for each fixed
ν = v(x)dx ∈ D′nice, the gradient field ∇Pb Eν can be approximated by weighted smooth gradient fields
in L2(Rd,Rd; ν). To this end, we define

Gν := closure of
{
b(v)∇ζ

∣∣ ζ ∈ C∞c (Rd)
}

in (L2(Rd,Rd; ν), 〈·, ·〉b,ν) (3.15)

(see (3.9)). Then TνP = L2(Rd,Rd; ν) = Gν⊕(Gν)⊥,〈·,·〉b,ν , where (Gν)⊥,〈·,·〉b,ν denotes the orthogonal
complement of Gν with respect to 〈·, ·〉b,ν .

Proposition 3.10. Let ν = v(x)dx ∈ D′nice. Then ∇Pb Eν ∈ Gν .

Proof. We know by Theorem 3.6 that ∇Pb Eν = b(v)∇
(
g(v) + Φ

)
, with ∇

(
g(v) + Φ

)
∈ L2(Rd,Rd; ν).

By Hypothesis 1 (i) we may assume b ≡ 1. Set w := g(v) + Φ and wN := (w ∧ N) ∨ (−N), N ∈ N.
Then, as N →∞,

∇wN = 1{−N≤w≤N}∇wN
N→∞−−−−→ ∇w in L2(Rd,Rd; ν).

Hence, since ν ∈ D′nice, by [22, Thm.3.1], there exist ζn ∈ C∞c (Rd), n ∈ N, such that

ζn
n→∞−−−−→ wN in L2(Rd; ν),

∇ζn
n→∞−−−−→ ∇wN in L2(Rd,Rd; ν),

and the assertion follows.
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3.3 More general divergence-type equations with x-dependent drift

Theorem 3.6 can be extended to the more general divergence-type equation

∂tu = div
(
A(u)∇u

)
− div

(
B(u)D(x)u

)
, (3.16)

where A,B : R→ Rd×d are matrix-valued. More precisely, consider the following assumptions.

Hypothesis 2.

(i) B ∈ L∞(R,Rd×d), |B| ≥ b0 > 0, B(r) is invertible for all r ∈ R+, and B(r)−1A(r) = Ψ(r) Id,
where Ψ : R→ R, Ψ ∈ C(R) and c0 ≤ Ψ ≤ c1 for ci > 0, i ∈ {1, 2}.

(ii) D satisfies (iii) of Hypothesis 1.

The proof of the following result is analogous to the proof of Theorem 3.6. Here, we define

D′′nice :=

{
ν = v(x)dx ∈ P

∣∣ v ∈ L∞(Rd) ∩W 1,1
loc (Rd),

A(v)∇v
v

∈ L2(Rd,Rd; ν)

}
.

Proposition 3.11. Let Hypothesis 2 be fulfilled. Then any solution t 7→ µt = u(t, x)dx to (3.16) such

that u(t) ∈ L∞(Rd) ∩W 1,1
loc (Rd), A(u(t,·))

u(t,·) ∇u(t, ·) ∈ L2(Rd,Rd;µt) and µt ∈ D(E) dt-a.s. is a solution

to the gradient flow on P with E,

E : D(E) ⊆ Pa → R, E(udx) :=

∫
Rd
η(u(x))dx−

∫
Rd

Φ(x)u(x)dx,

D(E) := {ν ∈ Pa | ν = v(x)dx,Φ ∈ L1(Rd; ν), v log v ∈ L1(Rd)},
where

η(r) :=

∫ r

0

∫ s

1

Ψ(w)

w
dw ds, r ∈ R, (3.17)

and with metric tensor
〈·, ·〉B : ν 7→ 〈·, ·〉B,ν := 〈B(v)−1·, ·〉ν . (3.18)

The weighted gradient for ν = v(x)dx from D′′nice ∩D(E) is

∇PBEν =
A(v)∇v

v
−B(v)D (3.19)

in
(
L2(Rd,Rd; ν), 〈·, ·〉B,ν

)
.

Existence of solutions to (3.16) with the properties from Proposition 3.11 seems an open question.
In the simpler case that D is independent of x, well-posedness of entropic solutions u to (3.16) with
u(t) ∈ L∞(Rd)∩W 1,1

loc has, e.g., been obtained in [10], but we do not know of a general result ensuring
the additional assumptions of Proposition3.11.

Appendix Differential geometry on P via natural charts

In order to further convince the reader that the differential geometry from Section 2.2 is natural, here
we present its deduction from rigorous differential geometric principles. More precisely, starting with a
natural chart on P, we obtain our geometry in analogy to classical Riemannian case. Since we consider
P as an infinite-dimensional manifold with the topology of weak convergence of probability measures,
i.e. the initial topology of ν 7→ ν(ζ), ζ ∈ C∞c (Rd), a natural global chart π : P → R∞ is

π : P → π(P) ⊆ R∞, π(ν) := (ν(gi))i∈N,

where {gi, i ∈ N} ⊆ C∞c (Rd) is dense. The coordinate maps are π(i)(ν) := ν(gi), i ∈ N, and we also
set πk(ν) := (ν(g1), . . . , ν(gk)). There is no natural choice for {gi, i ∈ N}, i.e. the coordinates π(i) do
not have intrinsic geometric meaning, and ultimately we will not rely on such a choice.
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Test functions. The natural test functions on (P, π) are cylindrical C1
b -maps f ◦ πk, k ∈ N, f ∈

C1
b (Rk), i.e. we are led to consider the class

F̃C1
b :=

{
F : P → R |F (ν) = f

(
ν(g1), . . . , ν(gk)

)
, k ≥ 1, gi as above , f ∈ C1

b (Rk)
}
.

However, since the choice of {gi}i≥1 was arbitrary, it is reasonable to replace gi within the definition

of F̃C1
b by arbitrary hi ∈ C∞c (Rd). Since our differential structure is of at most second order, we even

allow hi ∈ C2
c (Rd), which leads to the test function class FC2

b , see (2.3).

Tangent spaces. In conjunction with the test function class F̃C1
b , a curve (−ε, ε) 3 t 7→ µt on

(P, π) is differentiable, if each t 7→ π(i) ◦ µt, i ∈ N, is differentiable. For a differentiable curve with
µ0 = ν and for F ∈ F̃C1

b , set

d

dt
µt|t=0(F ) :=

d

dt
F (µt)|t=0 = (∇f)(ν(g1), . . . , ν(gk)) · d

dt
(πk ◦ µt)|t=0,

and note
d

dt
µt|t=0(FG) = F (ν)

d

dt
µt|t=0(G) +G(ν)

d

dt
µt|t=0(F ), ∀F,G ∈ F̃C1

b ,

i.e. d
dtµt|t=0 is a derivation. The equivalence class of differentiable curves µ̃ with d

dt (πk ◦ µ̃t)|t=0 =
d
dt (πk ◦ µt)|t=0 for all k ∈ N is denoted by [ ddtµt], and the tangent space T̃νP at ν is the set of all such

equivalence classes. As usual, the associated tangent bundle is T̃P :=
⊔
µ∈P T̃µP. In general, it is

hard to further characterize elements of T̃νP, and it is not clear whether these spaces are Hilbert.
Therefore, in order to obtain Hilbert tangent spaces, we restrict to suitable sub-tangent spaces

TνP ⊆ T̃νP as follows. For ν ∈ P and ϕ ∈ L2(Rd,Rd; ν), the curve

(−1, 1) 3 t 7→ µϕ,νt := ν ◦ (Id +tϕ)−1

is differentiable with µϕ,ν0 = ν, and

d

dt
(π(i) ◦ µϕ,νt ) =

d

dt

∫
Rd
gi(Id +tϕ) dν =

∫
Rd
∇gi(Id +tϕ) · ϕdν. (A.1)

We set

TνP :=

{
d

dt
µϕ,νt , ϕ ∈ L2(Rd,Rd; ν)

}
,

and thus TνP ⊆ T̃νP in the sense that
[
d
dtµ

ϕ,ν
t

]
∈ T̃µP for all ϕ ∈ L2(Rd,Rd; ν). TνP is isomorphic to

L2(Rd,Rd; ν), thus we identify TνP and L2(Rd,Rd; ν) and endow TνP with the standard L2(Rd,Rd; ν)-
inner product 〈·, ·〉ν . Since (A.1) still holds when one replaces π(i)◦µϕ,νt by µϕ,νt (h) for any h ∈ C2

c (Rd),
elements in TνP act as derivations not only on F̃C1, but on FC2

b . Hence we obtain the tangent spaces
TνP, tangent bundle TP and metric tensor 〈·, ·〉 : ν 7→ 〈·, ·〉ν from (2.4)-(2.5).

Differential and Gradient. Following Riemannian differential geometry, for ν ∈ P and F ∈ F̃C1,
the differential of F at ν, d̃iffFν : T̃νP → R, is a cotangent element with action on [ ddtµt] ∈ T̃νP via

d̃iffFν

([ d
dt
µt
])

:=
d

dt
µt(F ) =

d

dt
F (µt)|t=0.

For ϕ ∈ TµP ⊆ T̃µP and F (ν) = f(ν(g1), . . . , ν(gk)), we have

d̃iffFν(ϕ) =
d

dt
F (µϕ,νt )|t=0 =

k∑
i=1

∂if(ν(g1), . . . , ν(gk))〈∇gi, ϕ〉ν ,
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and the same formula holds for F ∈ FC2
b , i.e. when the coordinates g1, . . . , gk are replaced by arbitrary

h1, . . . , hk ∈ C2
c (Rd). Hence we define diffFν for every (ν, F ) ∈ P × FC2

b as in (2.6). Since our sub-
tangent spaces TµP are Hilbert, there is a natural notion of gradient: For F ∈ FC2

b , its gradient
∇PF : ν 7→ ∇PFν ∈ TνP is the unique section in the tangent bundle TP such that〈

∇PFν , ϕ
〉
ν

= diffFν(ϕ), ∀ϕ ∈ L2(Rd,Rd; ν),

which is the gradient from (2.7)-(2.8). This characterization of the gradient is, of course, based on the
Hilbert space structure of TνP, which is one main reason for restricting to these sub-tangent spaces.
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