The evolution to equilibrium of solutions to nonlinear Fokker-Planck equation
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Abstract
One proves the $H$-theorem for mild solutions to a nondegenerate, nonlinear Fokker-Planck equation
\begin{equation}
  u_t - \Delta \beta(u) + \text{div}(D(x)b(u)u) = 0, \quad t \geq 0, \quad x \in \mathbb{R}^d,
\end{equation}
and under appropriate hypotheses on $\beta$, $D$ and $b$ the convergence in $L^1_{\text{loc}}(\mathbb{R}^d)$, $L^1(\mathbb{R}^d)$, respectively, for some $t_n \to \infty$ of the solution $u(t_n)$ to an equilibrium state of the equation for a large set of nonnegative initial data in $L^1$. Furthermore, the solution to the McKean–Vlasov stochastic differential equation corresponding to (1), which is a \textit{nonlinear distorted Brownian motion}, is shown to have this equilibrium state as its unique invariant measure.
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1 Introduction

We shall study here the asymptotic behaviour of solutions $u = u(t, x)$ to the nonlinear Fokker-Planck equation
\begin{equation}
  u_t - \Delta \beta(u) + \text{div}(Db(u)u) = 0 \text{ in } (0, \infty) \times \mathbb{R}^d,
  \quad u(0, x) = u_0(x), \quad x \in \mathbb{R}^d,
\end{equation}
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under the following hypotheses on the functions \( \beta : \mathbb{R} \to \mathbb{R} \), \( D : \mathbb{R}^d \to \mathbb{R}^d \) and \( b : \mathbb{R} \to \mathbb{R} \), where \( 1 \leq d < \infty \).

(i) \( \beta \in C^1(\mathbb{R}), \beta(0) = 0, \gamma \leq \beta'(r) \leq \gamma_1, \forall r \in \mathbb{R}, \text{ for } 0 < \gamma < \gamma_1 < \infty \).

(ii) \( b \in C_b(\mathbb{R}) \cap C^1(\mathbb{R}) \).

(iii) \( D \in C_b(\mathbb{R}^d, \mathbb{R}^d) \cap W^{1,\infty}(\mathbb{R}^d, \mathbb{R}^d) \).

(iv) \( D = -\nabla \Phi, \text{ where } \Phi \in C^1(\mathbb{R}^d), \Phi \geq 1, \lim_{|x| \to \infty} \Phi(x) = +\infty \text{ and there exists } m \in [2, \infty) \text{ such that } \Phi^{-m} \in L^1(\mathbb{R}^d) \).

A typical example is

\[
\Phi(x) = C(1 + |x|^2)^\alpha, \ x \in \mathbb{R}^d,
\]

with \( \alpha \in \left(0, \frac{1}{2}\right] \).

If (i)–(iv) hold, we prove the existence of solutions given by a nonlinear semigroup of contractions in \( L^1(\mathbb{R}^d) \), which is positivity and mass preserving. If, in addition to (i)–(iv), also (v) holds, where

(v) \( b(r) \geq b_0 > 0 \text{ for } r \geq 0, \)

we prove the convergence of the solutions to equilibrium in \( L^1_{\text{loc}}(\mathbb{R}^d) \), while (see Section 6) the convergence in \( L^1(\mathbb{R}^d) \) is proved if, in addition to (i)–(v), the following condition holds

(vi) \( \gamma_1 \Delta \Phi - b_0 |\nabla \Phi|^2 \leq 0. \)

Typical examples for \( \Phi \) in this case are \( \Phi \) as in (iv) such that \( \Phi = \text{const}. (\geq 1) \) on a ball of radius \( R_1 \) around zero and \( \Phi \) behaves like \( \Phi \) in (1.2) outside a ball around zero of radius \( R_2 > R_1 \), where \( R_1 \) and \( R_2 \) are properly chosen depending on \( \gamma_1 \) and \( b_0 \).

Equation (1.1), where \( u \) is a probability density, is known in the literature as the nonlinear Fokker-Planck equation (NFPE) and it is relevant in the kinetic theory of statistical mechanics as a generalized mean field Smoluchowski equation for the case where the diffusion and transport coefficients depend on the density \( u \). (See [8], [11]–[13] [16].) The case of the classical Smoluchowski equation is recovered for \( b \equiv 1 \) and \( \beta(r) \equiv r \). The existence
and uniqueness of a generalized entropic solution to (1.1) was recently proved in [3]. (See also [2].) In [4], a more general NFPE of the form
\[ u_t - \sum_{i,j=1}^{d} D_{ij}^2(a_{ij}(x,u)u) + \text{div}(b(x,u)u) = 0 \] (1.3)
was studied under appropriate assumptions on \( a_{ij} : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R} \) and \( b : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}^d \). In the latter case, it is shown that, if \( u_0 \) is a probability density, the distributional mild solution \( u \) to (1.3) is the probability density of the laws \( L_{X(t)} \) of the (probabilistically) weak solution to the McKean–Vlasov stochastic differential equation (SDE)
\[ dX(t) = b(X(t), u(t, X(t))) + \sqrt{2} \sigma(X(t), u(t, X(t)))dW(t), \] (1.4)
where \( \sigma^+ = \frac{1}{2} (a_{ij})^{i,j=1}_{d} \) and \( X(0) \) has law \( u_0 dx \), where \( dx = \) the Lebesgue measure on \( \mathbb{R}^d \).

In the special case (1.1), SDE (1.4) reduces to
\[ dX(t) = D(X(t))b(u(t, X(t)))dt + \frac{1}{\sqrt{2}} \left( \frac{\beta(u(t, X(t)))}{u(t, X(t))} \right)^{\frac{1}{2}} dW(t), \] (1.5)
which, since \( D = -\nabla \Phi \), is a nonlinear analogue of the SDE for the classical distorted Brownian motion. Hence, its solution \( X(t), t \geq 0 \), can be considered as a nonlinear distorted Brownian motion.

The main objective of this work is to study the asymptotic behaviour of a solution \( t \to u(t) \) for \( t \to \infty \) and more precisely, the so called \( H \)-theorem for the NFPE (1.1), that is, the existence of a Lyapunov function \( V : D(V) \subset L_{\text{loc}}^1(\mathbb{R}^d) \to \mathbb{R} \) for (1.1) and, for a certain class of \( u_0 \in L^1, u_0 \geq 0 \), the \( \omega \)-limit set
\[ \omega(u_0) = \left\{ w = \lim_{n \to \infty} u(t_n) \text{ in } L_{\text{loc}}^1(\mathbb{R}^d), \{t_n\} \to \infty \right\} \] (1.6)
is nonempty, which is proved in Sections 4 and 5 and under assumptions (i)–(v). Moreover, if (vi) also holds, we shall prove in Section 6 that \( \omega(u_0) \) reduces to a single element \( u_\infty \), which is a stationary solution to (1.1). Furthermore, \( u_\infty \) is a probability density, if so is \( u_0 \). As a consequence, \( u_\infty dx \) is an invariant measure for SDE (1.5), i.e., if \( u_0 = u_\infty \), then the nonlinear distorted Brownian motion \( X(t), t \geq 0 \), has the law \( u_\infty dx, \forall t \geq 0 \).
The \( H \)-theorem amounts to saying that the function

\[
V(u) = -S[u] + E[u], \quad u \in L^1(\mathbb{R}^d),
\]  

(1.7)

where \( S \) is the entropy of the system and \( E \) is the mean field energy is a Lyapunov function for (1.1), that is, monotonically decreasing on the solutions to (1.1). In this case,

\[
S[u] = \int_{\mathbb{R}^d} \eta(u(x))dx, \quad E(u) = \int_{\mathbb{R}^d} \Phi(x)u(x)dx,
\]

where

\[
\eta(r) = -\int_0^r \int_r^1 \frac{\beta'(s)}{s^2} ds, \quad r \geq 0.
\]

This form of the Lyapunov theorem comes from the classical \( H \)-theorem and is consistent with the Boltzman thermodynamics. (See, e.g., [8]–[12], [16].)

In the literature on NFPE arising in the mean field theory, the \( H \)-theorem is often invoked, but in most cases its proof is formal because, in general, the NFPE (1.1) has not a classical solution and so the computation is not rigorous. In fact, here the basic functional space for the well-posedness is \( L^1(\mathbb{R}^d) \) and, in general, the space of the maximal spatial regularity for \( u \) is the Sobolev space \( W_1^{1,q}(\mathbb{R}^d), 1 < q \leq \frac{d}{d-2} \), (which happens in the special case of the porous media equation \( b \equiv 0, a_{ij}(u)u \equiv \delta_{ij}\beta(u) \)).

In the first part of this work, we shall treat the well-posedness of NFPE (1.1) in \( L^1(\mathbb{R}^d) \). More precisely, as indicated above, we shall prove via nonlinear semigroups of contractions in \( L^1(\mathbb{R}^d) \) under assumptions (i)-(iv) the existence and uniqueness of a continuous function \( u : [0, \infty) \rightarrow L^1(\mathbb{R}^d) \) given as the limit of the finite difference scheme associated with (1.1) (the so called mild solution). Moreover, \( u \) is the limit in \( L^1(\mathbb{R}^d) \) of the smooth solutions \( \{u_\varepsilon\}_{\varepsilon>0} \) to an approximating equation associated with (1.1). In the second part of the work, we shall prove under assumptions (i)–(v) the \( H \)-theorem for (1.1) (Theorem 4.1). The \( \omega \)-limit set is a singleton and the unique invariant measure of the solution \( X(t), t \geq 0, \) of SDE (1.5) if, additionally, (vi) holds (Theorem 6.1).

**Notation.** For \( p \in [1, \infty) \), \( L^p(\mathbb{R}^d) \) – simply denoted \( L^p \), is the space of all Lebesgue \( p \)-summable functions on \( \mathbb{R}^d \). The norm in \( L^p \) is denoted by \( | \cdot |_p \). Similarly, if \( \mathcal{O} \) is a Lebesgue measurable set, \( L^p(\mathcal{O}) \) is the space of all \( p \)-summable functions on \( \mathcal{O} \). By \( L^p_{\text{loc}}(\mathbb{R}^d) \) we denote the space of Lebesgue
measurable functions \( u : \mathbb{R}^d \to \mathbb{R} \) which are in \( L^p(\mathcal{O}) \) for every bounded measurable subset \( \mathcal{O} \subset \mathbb{R}^d \). \( (L^p_{\text{loc}} \) is endowed with a standard locally convex metrizable topology.) The scalar product of \( L^2 \) is denoted by \( \langle \cdot , \cdot \rangle_2 \). If \( \mathcal{O} \) is an open subset of \( \mathbb{R}^d \), we denote by \( \mathcal{D}'(\mathcal{O}) \) the space of Schwartz distributions on \( \mathcal{O} \) and by \( W^{1,p}(\mathcal{O}) \) the Sobolev space \( \{ u \in L^p(\mathcal{O}) , \; D_i u \in L^p(\mathcal{O}) \; \text{ for } i = 1, \ldots, d \} \), where \( D_i = \frac{\partial}{\partial x_i} \) is taken in the sense of Schwartz distributions. We set also \( H^k(\mathcal{O}) = W^{k,2}(\mathcal{O}) \), \( k \in \mathbb{N} \). We denote the Euclidean norm of \( \mathbb{R}^d \) by \( |\cdot|_d \) or \( |\cdot| \), if there is no possible confusion, and by \( C_b(\mathbb{R}) \) and \( C_b(\mathbb{R}^d, \mathbb{R}^d) \) the spaces of continuous and bounded functions from \( \mathbb{R} \) to itself and, respectively, from \( \mathbb{R}^d \) to \( \mathbb{R}^d \). By \( C^1(\mathbb{R}) \) we denote the space of continuously differentiable real valued functions.

2 Existence of mild solutions for NFPE (1.1)

Consider in the space \( L^1 = L^1(\mathbb{R}^d) \) the operator \( A : D(A) \subset L^1 \to L^1 \), defined by

\[
Au = -\Delta \beta(u) + \text{div}(Db(u)u), \quad \forall u \in D(A),
\]

\[
D(A) = \{ u \in L^1 ; -\Delta \beta(u) + \text{div}(Db(u)u) \in L^1 \}.
\]

(2.1)

Here, the differential operators \( \Delta \) and \( \text{div} \) are taken in the sense of Schwartz distributions, i.e., in \( \mathcal{D}'(\mathbb{R}^d) \). Obviously, the operator \( (A, D(A)) \) is closed on \( L^1 \).

Denote by \( \overline{D(A)} \) the closure of \( D(A) \) in \( L^1 \).

By hypotheses (i)–(iii), we see that \( \beta(u), Du(u) \in L^1 \), \( \forall u \in L^1 \), and so \( -\Delta \beta(u), \text{div}(Du(u)) \in \mathcal{D}'(\mathbb{R}^d) \) for all \( u \in L^1 \).

**Proposition 2.1** Assume that hypotheses (i)–(iv) hold. Then, the operator \( A \) is \( m \)-accretive, that is,

\[
R(I + \lambda A) = L^1, \quad \forall \lambda > 0,
\]

(2.2)

\[
|(I + \lambda A)^{-1}u - (I + \lambda A)^{-1}v|_1 \leq |u - v|_1, \quad \forall \lambda > 0, \quad u, v \in L^1.
\]

(2.3)

Furthermore,

\[
\overline{D(A)} = L^1,
\]

(2.4)

where \( \overline{D(A)} \) denotes the closure in \( L^1 \). Moreover, there exists \( \lambda_0 > 0 \) such that, for all \( \lambda \in (0, \lambda_0) \),


\[
\int_{\mathbb{R}^d} (I + \lambda A)^{-1} u_0 dx = \int_{\mathbb{R}^d} u_0(x) dx, \ \forall u_0 \in L^1, \quad (2.5)
\]

\[
(I + \lambda A)^{-1} u_0 \geq 0, \quad \text{a.e. in } \mathbb{R}^d \text{ if } u_0 \geq 0, \quad \text{a.e. in } \mathbb{R}^d. \quad (2.6)
\]

The proof of Proposition 2.1 will be given in Section 5.

Consider now the Cauchy problem associated with \(A\), that is,

\[
\frac{du}{dt} + Au = 0, \quad t \geq 0,
\]

\[
u(0) = u_0. \quad (2.7)
\]

A continuous function \(u : [0, \infty) \to L^1\) is said to be a \textit{mild solution to equation} (2.7) if

\[
u(t) = \lim_{h \to 0} u_h(t) \text{ in } L^1, \quad \forall t \geq 0, \quad (2.8)
\]

uniformly on compacts of \([0, \infty)\), where \(u_0^0 = u_0\), and

\[
u_h(t) = u_h^i, \quad t \in [ih, (i+1)h), \quad i = 0, 1, ..., \quad (2.9)
\]

\[
u^{i+1}_h + hAu^{i+1}_h = u^i_h, \quad i = 0, ... \quad (2.10)
\]

Since \(A\) is \(m\)-accretive, we have by the Crandall & Liggett theorem (see, e.g., [1], p. 141) the following existence result for problem (2.7).

**Proposition 2.2** Under hypotheses (i)–(iv), there is a unique mild solution \(u\) to equation (2.7). Moreover, for every \(u_0 \in \overline{D(A)} = L^1\), one has, for all \(t \geq 0,
\]

\[
u(t) = \lim_{n \to \infty} \left( I + \frac{t}{n} A \right)^{-n} u_0 \quad (2.11)
\]

uniformly on bounded intervals of \([0, \infty)\) in the strong topology in \(L^1\). One also has that

\[
\int_{\mathbb{R}^d} u(t, x) dx = \int_{\mathbb{R}^d} u_0(x) dx, \quad \forall t \geq 0, \quad (2.12)
\]

\[
u(t, x) \geq 0, \quad \text{a.e. on } (0, \infty) \times \mathbb{R}^d \text{ if } u_0 \geq 0, \quad \text{a.e. in } \mathbb{R}^d. \quad (2.13)
\]

The function \(u\) will be called the \textit{mild solution} to NFPE (1.1).

In particular, it follows by (2.12), (2.13) that, for each \(t \geq 0\), \(u(t, \cdot)\) is a probability density if so is \(u_0\).
We note that (2.12)–(2.13) follow by (2.5)-(2.6) and (2.11).

The map \( t \to S(t)u_0 \) is a continuous semigroup of contractions on \( L^1 \), that is,

\[
S(t)u_0 = u(t) = \lim_{n \to \infty} \left( I + \frac{t}{n} A \right)^{-n} u_0, \ orall t \geq 0,
\]

(2.14)

\[
S(t+s)u_0 = S(t)S(s)u_0, \ \forall t, s \geq 0, \ u_0 \in L^1,
\]

(2.15)

\[
\lim_{t \to 0} S(t)u_0 = u_0 \text{ in } L^1,
\]

(2.16)

\[
|S(t)u_0 - S(t)\bar{u}_0|_1 \leq |u_0 - \bar{u}_0|_1, \ \forall t \geq 0, \ u_0, \bar{u}_0 \in L^1.
\]

(2.17)

If

\[
\mathcal{P} = \left\{ u \in L^1; \ u \geq 0, \ \int_{\mathbb{R}^d} u(x)dx = 1 \right\},
\]

(2.18)

we see by (2.12)–(2.14) that

\[
S(t)(\mathcal{P}) \subset \mathcal{P}, \ \forall t \geq 0.
\]

(2.19)

Since, for every \( i \) and \( h \) the function \( u_{i+1}^h \in D(A) \) is a solution to (2.10) in the sense of distributions, i.e. in the space \( \mathcal{D}'(\mathbb{R}^d) \), it follows also that the mild solution \( u \) to (2.7) is a solution to NFPE (1.1) in the sense of Schwartz distributions on \((0, \infty) \times \mathbb{R}^d\), that is,

\[
\int_0^\infty \int_{\mathbb{R}^d} (u\varphi_t + \beta(u)d\varphi + D\beta(u)u \cdot \Delta \varphi)dx \ dt = 0, \ \forall \varphi \in \mathcal{D}((0, \infty) \times \mathbb{R}^d),
\]

(2.20)

where \( \mathcal{D}((0, \infty) \times \mathbb{R}^d) \) is the space of infinitely differentiable functions on \((0, \infty) \times \mathbb{R}^d\) with compact support.

It should be emphasized, however, that the solution \( u \) to NFPE (1.1) exists and is unique in the class of mild solutions corresponding to the operator \( A \) and not in the space of Schwartz distributions on \((0, \infty) \times \mathbb{R}^d\).

We consider the following subspace of \( L^1 \)

\[
\mathcal{M} = \left\{ u \in L^1; \int_{\mathbb{R}^d} \Phi(x)|u(x)|dx < \infty \right\}
\]

with the norm

\[
\|u\| = \int_{\mathbb{R}^d} \Phi(x)|u(x)|dx, \ \forall u \in \mathcal{M}.
\]

(2.21)

It turns out that the semigroup \( S(t) \) leaves invariant \( \mathcal{M} \). More precisely,
Proposition 2.3 Assume that (i)–(iv) hold. Then
\[ \|S(t)u_0\| \leq \|u_0\| + \rho t|u_0|_1, \quad \forall u_0 \in M, \] (2.22)
where \( \rho = (m + 1)|\Delta \Phi|_\infty \gamma_1. \)

Remark 2.4 Propositions 2.1–2.3 remain valid if, in addition to hypotheses (i)–(iv), we assume, instead of (iv),
\[(iv)' \quad D_0 = \sup_{x \in \mathbb{R}^d} |D(x) \cdot x| < \infty, \]
but we have to replace \( M \) by
\[ M_2 = \left\{ u \in L^1 : \int_{\mathbb{R}^d} |x|^2 |u(x)| dx < \infty \right\} \]
with the norm
\[ \|u\|_2 = \int_{\mathbb{R}^d} |x|^2 |u(x)| dx, \]
and we have to replace \( \rho \) in Proposition 2.3 by \( \tilde{\rho} := 2(d \gamma_1 + D_0|b|_\infty) \) (see Remark 3.3 below). The assumption (iv), in particular that \( D \) is the negative of the gradient of a positive function, becomes, however, important for Sections 4–6 below, i.e., to prove the \( H \)-Theorem.

3 Proof of Propositions 2.1 and 2.3

As mentioned earlier, one can derive Proposition 2.1 from similar results established in [3], [4]. However, for later use we shall prove it by a constructive regularization technique already developed in the above works. Namely, we define, for each \( \epsilon > 0 \), the operator \( A_\epsilon : D(A_\epsilon) \subset L^1 \to L^1 \) defined by
\[ A_\epsilon u = -\Delta(\beta(u)) + \epsilon \beta(u) + \text{div}(D_\epsilon b_\epsilon^*(u)), \] (3.1)
\[ D(A_\epsilon) = \{ u \in L^1, -\Delta(\beta(u)) + \epsilon \beta(u) + \text{div}(D_\epsilon b_\epsilon^*(u)) \in L^1 \}. \] (3.2)

Here \( \Delta \) and \( \text{div} \) are taken in the sense of Schwartz distributions and
\[ b_\epsilon \equiv b * \rho_\epsilon, \quad b_\epsilon^*(r) \equiv \frac{b_\epsilon(r) r}{1 + \epsilon r}, \quad r \in \mathbb{R}, \] (3.3)
where \( \rho_\epsilon(r) \equiv \frac{1}{\epsilon} \rho \left( \frac{r}{\epsilon} \right), \ \rho \in C^\infty_0(\mathbb{R}), \ \rho \geq 0, \) is a standard mollifier.
Moreover,
\[ D_\varepsilon = -\nabla \Phi_\varepsilon, \quad \Phi_\varepsilon(x) \equiv \frac{\Phi(x)}{(1 + \varepsilon \Phi(x))^m}. \]

Then \( \Phi_\varepsilon \in L^2 \), since \( m \geq 2 \), and
\[ D_\varepsilon = D(1 + \varepsilon \Phi)^{-m} - m \varepsilon \Phi D(1 + \varepsilon \Phi)^{-(m+1)} \quad (3.4) \]
and, therefore, by (iv)
\[ D_\varepsilon \in C_b(\mathbb{R}^d) \cap W^{1,\infty}(\mathbb{R}^d) \cap L^1(\mathbb{R}^d; \mathbb{R}^d) \]
\[ |D_\varepsilon|_\infty \leq (1 + m) |D|_\infty, \quad \lim_{\varepsilon \to 0} D_\varepsilon(x) = D(x), \quad \forall x \in \mathbb{R}^d, \quad (3.5) \]
\[ \varepsilon^m |D_\varepsilon| \leq (1 + m) |D|_\infty \Phi^{-m}, \quad \forall \varepsilon > 0. \]

We also note that \( b^*_\varepsilon, b_\varepsilon \) are bounded and Lipschitz and that, for \( \varepsilon \to 0 \),
\[ b^*_\varepsilon(r) \to b(r)r \quad \text{uniformly on compacts.} \quad (3.6) \]

Obviously, the operator \( (A_\varepsilon, D(A_\varepsilon)) \) is closed on \( L^1 \).

We shall see below (see (3.46)) that \( D(A_\varepsilon) \) is dense in \( L^1 \).

Lemma 3.1 Under hypotheses (i)–(iii), the operator \( A_\varepsilon \) and \( A \) are \( m \)-accretive in \( L^1 \). Assume further that (iv) holds. Then, there is \( \lambda_0 > 0 \) independent of \( f \in L^1 \) such that, for all \( \lambda \in (0, \lambda_0) \),
\[ \lim_{\varepsilon \to 0} (I + \lambda A_\varepsilon)^{-1} f = (I + \lambda A)^{-1} f \quad \text{in } L^1. \quad (3.7) \]

Proof. For the \( m \)-accretivity, it should be proved that, for all \( \lambda > 0, \varepsilon > 0 \), we have
\[ R(I + \lambda A_\varepsilon) = L^1, \quad (3.8) \]
\[ |(I + \lambda A_\varepsilon)^{-1} f_1 - (I + \lambda A_\varepsilon)^{-1} f_2|_1 \leq |f_1 - f_2|_1, \quad (3.9) \]
for all \( f_1, f_2 \in L^1 \). To this end, we fix first \( f \in L^2 \cap L^1 \) and consider the equation \( u + \lambda A_\varepsilon u = f \), that is,
\[ u - \lambda \Delta(\beta(u)) + \varepsilon \lambda \beta(u) + \lambda \, \text{div}(D_\varepsilon b^*_\varepsilon(u)) = f \quad \text{in } \mathcal{D}'(\mathbb{R}^d). \quad (3.10) \]
To solve equation (3.10), we consider the equation
\[ (\varepsilon I - \Delta)^{-1} u + \lambda \beta(u) + \lambda(\varepsilon I - \Delta)^{-1} \text{div}(D_\varepsilon b^*_\varepsilon(u)) = (\varepsilon I - \Delta)^{-1} f \quad \text{in } L^2. \quad (3.11) \]
Clearly, a solution of (3.11) satisfies (3.10) in $L^2$. We set
\[ F_\varepsilon(u) = (\varepsilon I - \Delta)^{-1}u, \quad G(u) = \lambda \beta(u), \quad u \in L^2, \]
\[ G_\varepsilon(u) = \lambda(\varepsilon I - \Delta)^{-1}(\text{div}(D_\varepsilon b_\varepsilon(u))), \quad u \in L^2, \] (3.12)
and note that $F_\varepsilon$ and $G$ are accretive and continuous in $L^2$.

We also have by assumptions (ii)–(iii) that $G_\varepsilon$ is continuous in $L^2$ and
\[ \frac{1}{\varepsilon I - \Delta} u \text{ is continuous in } L^2. \]

We set
\[ \int_{\mathbb{R}^d} (G_\varepsilon(u) - G_\varepsilon(\bar{u}))(u - \bar{u}) dx \]
\[ = -\lambda \int_{\mathbb{R}^d} D_\varepsilon(b_\varepsilon^*(u) - b_\varepsilon^*(\bar{u})) \cdot \nabla(\varepsilon I - \Delta)^{-1}(u - \bar{u}) dx \]
\[ \geq -C_\varepsilon \lambda |u - \bar{u}|_2 |\nabla(\varepsilon I - \Delta)^{-1}(u - \bar{u})|_2, \quad \forall u, \bar{u} \in L^2(\mathbb{R}^d), \] (3.13)
for some $C_\varepsilon > 0$. Moreover, we have
\[ \int_{\mathbb{R}^d} (\varepsilon I - \Delta)^{-1}uu dx = \varepsilon |(\varepsilon I - \Delta)^{-1}u|_2^2 + |\nabla(\varepsilon I - \Delta)^{-1}u|_2^2, \quad \forall u \in L^2. \] (3.14)

By (3.11)–(3.14), we see that, for $u^* = u - \bar{u}$, we have
\[ (F_\varepsilon(u^*) + G_\varepsilon(u) - G_\varepsilon(\bar{u}) + G(u) - G(\bar{u}), u^*)_2 \]
\[ \geq \lambda \gamma |u^*|_2^2 + |\nabla(\varepsilon I - \Delta)^{-1}u^*|_2 - C_\varepsilon \lambda |u^*|_2 |\nabla(\varepsilon I - \Delta)^{-1}u^*|_2. \]

This implies that $F_\varepsilon + G_\varepsilon + G$ is accretive and coercive on $L^2$ for $\lambda < \lambda_\varepsilon$, where $\lambda_\varepsilon$ is sufficiently small. Since this operator is continuous and accretive, it follows that it is $m$-accretive and, therefore, surjective (because it is coercive). Hence, for each $f \in L^2 \cap L^1$ and $\lambda < \lambda_\varepsilon$, equation (3.11) has a unique solution $u_\varepsilon \in L^2$.

Since $u_\varepsilon \in L^2$, $b_\varepsilon^*(r) \leq C_\varepsilon |r|$, $r \in \mathbb{R}$, and $D_\varepsilon \in L^\infty$, by (3.10) we see that $\beta(u_\varepsilon) \in H^1(\mathbb{R}^d)$, whence by (i) we have
\[ u_\varepsilon \in H^1(\mathbb{R}^d). \] (3.15)

Multiplying (3.10) by $u_\varepsilon$ and $\beta(u_\varepsilon)$, respectively, and integrating over $\mathbb{R}^d$ we get after some calculation that, for $\lambda < \lambda_0$ with $\lambda_0$ small enough,
\[ |u_\varepsilon|_2^2 + \lambda |\nabla \beta(u_\varepsilon)|_2^2 + \lambda |\nabla u_\varepsilon|_2^2 + \varepsilon \lambda |\beta(u_\varepsilon)|_2^2 \leq C_{\lambda_0} |f|_2^2, \] (3.16)
where $C_{\lambda_0}$ is independent of $\varepsilon$. 
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We denote by \( u_\varepsilon(f) \in H^1(\mathbb{R}^d) \) the solution to (3.11) for \( f \in L^2 \cap L^1 \) and prove that

\[
|u_\varepsilon(f_1) - u_\varepsilon(f_2)|_1 \leq |f_1 - f_2|_1, \quad \forall f_1, f_2 \in L^1 \cap L^2. \tag{3.17}
\]

Here is the argument. We set \( u = u_\varepsilon(f_1) - u_\varepsilon(f_2) \), \( f = f_1 - f_2 \). By (3.10), we have, for \( u_i = u_\varepsilon(f_i), i = 1, 2 \),

\[
u - \lambda \Delta (\beta(u_1) - \beta(u_2)) + \varepsilon \lambda (\beta(u_1) - \beta(u_2))
+ \lambda \text{div}(D_\varepsilon(b^*_\varepsilon(u_1) - b^*_\varepsilon(u_2))) = f \quad \text{in} \quad L^2. \tag{3.18}
\]

Proceeding as in [4] (see, also, [9]), we consider the Lipschitzian function \( \mathcal{X}_\delta : \mathbb{R} \to \mathbb{R} \),

\[
\mathcal{X}_\delta(r) = \begin{cases} 
1 & \text{for } r \geq \delta, \\
r/ \delta & \text{for } |r| < \delta, \\
-1 & \text{for } r < -\delta,
\end{cases} \tag{3.19}
\]

where \( \delta > 0 \).

We set

\[
F_\varepsilon = \lambda \nabla (\beta(u_1) - \beta(u_2)) - \lambda D_\varepsilon(b^*_\varepsilon(u_1) - b^*_\varepsilon(u_2))
\]

and rewrite (3.18) as

\[
u = \text{div} F_\varepsilon - \varepsilon \lambda (\beta(u_1) - \beta(u_2)) + f. \tag{3.20}
\]

By (3.15), it follows that \( F_\varepsilon \in L^2(\mathbb{R}^d) \). We set \( \Lambda_\delta = \mathcal{X}_\delta(\beta(u_1) - \beta(u_2)) \). Since \( \Lambda_\delta \in H^1(\mathbb{R}^d) \), it follows that \( \Lambda_\delta \text{div} F_\varepsilon \in L^1 \) and so, by (3.20), we have

\[
\int_{\mathbb{R}^d} u \Lambda_\delta dx = -\int_{\mathbb{R}^d} F_\varepsilon \cdot \nabla \Lambda_\delta dx
- \varepsilon \lambda \int_{\mathbb{R}^d} (\beta(u_1) - \beta(u_2)) \Lambda_\delta dx + \int_{\mathbb{R}^d} f \Lambda_\delta dx
= -\int_{\mathbb{R}^d} (F_\varepsilon \cdot \nabla (\beta(u_1) - \beta(u_2)) \mathcal{X}_\delta (\beta(u_1) - \beta(u_2)) dx
- \varepsilon \lambda \int_{\mathbb{R}^d} (\beta(u_1) - \beta(u_2)) \mathcal{X}_\delta (\beta(u_1) - \beta(u_2)) dx + \int_{\mathbb{R}^d} f \Lambda_\delta dx. \tag{3.21}
\]
We set

\[ I_\delta^1 = \int_{\mathbb{R}^d} D_\varepsilon(b_\varepsilon^*(u_1) - b_\varepsilon^*(u_2)) \cdot \nabla \Lambda_\delta \, dx \]

\[ = \int_{\mathbb{R}^d} D_\varepsilon(b_\varepsilon^*(u_1) - b_\varepsilon^*(u_2)) \cdot \nabla (\beta(u_1) - \beta(u_2)) \chi_\delta'(\beta(u_1) - \beta(u_2)) \, dx \]  \hspace{1cm} (3.22)

\[ = \frac{1}{\delta} \int_{||\beta(u_1) - \beta(u_2)|| \leq \delta} D_\varepsilon(b_\varepsilon^*(u_1) - b_\varepsilon^*(u_2)) \cdot \nabla (\beta(u_1) - \beta(u_2)) \, dx. \]

Since \( |D_\varepsilon|_d \in L^\infty \cap L^2 \) and

\[ |b_\varepsilon^*(u_1) - b_\varepsilon^*(u_2)| \leq \text{Lip}(b_\varepsilon^*)|u_1 - u_2| \leq \gamma \text{Lip}(b_\varepsilon^*)|\beta(u_1) - \beta(u_2)|, \]

by assumption (i) it follows that

\[ \lim_{\delta \to 0} \frac{1}{\delta} \int_{||\beta(u_1) - \beta(u_2)|| \leq \delta} |D_\varepsilon(b_\varepsilon^*(u_1) - b_\varepsilon^*(u_2)) \cdot \nabla (\beta(u_1) - \beta(u_2))| \, dx \]

\[ \leq \gamma \text{Lip}(b_\varepsilon^*)|D_\varepsilon|_2 \lim_{\delta \to 0} \left( \int_{||\beta(u_1) - \beta(u_2)|| \leq \delta} |\nabla (\beta(u_1) - \beta(u_2))|^2 \, dx \right)^{\frac{1}{2}} = 0. \]

This yields

\[ \lim_{\delta \to 0} I_\delta^1 = 0, \]  \hspace{1cm} (3.23)

because \( \nabla (\beta(u_1) - \beta(u_2))(x) = 0 \), a.e. on \([x \in \mathbb{R}^d; \beta(u_1(x)) - \beta(u_2(x))=0]\).

On the other hand, since \( \chi_\delta' \geq 0 \), we have

\[ \int_{\mathbb{R}^d} \nabla (\beta(u_1) - \beta(u_2)) \cdot \nabla (\beta(u_1) - \beta(u_2)) \chi_\delta'(\beta(u_1) - \beta(u_2)) \, dx \geq 0. \]  \hspace{1cm} (3.24)

By (3.21)–(3.24), since \( |\Lambda_\delta| \leq 1 \), we get

\[ \lim_{\delta \to 0} \int_{\mathbb{R}^d} u \chi_\delta(\beta(u_1) - \beta(u_2)) \, dx \leq \int_{\mathbb{R}^d} |f| \, dx \]

and, since \( u \chi_\delta(\beta(u_1) - \beta(u_2)) \geq 0 \) and \( \chi_\delta \to \text{sign} \) as \( \delta \to 0 \), by Fatou’s lemma this yields

\[ |u|_1 \leq |f|_1, \]  \hspace{1cm} (3.25)

as claimed.
Next, for \( f \) arbitrary in \( L^1 \), consider a sequence \( \{f_n\} \subset L^2 \) such that \( f_n \to f \) strongly in \( L^1 \). Let \( \{u^n_\varepsilon\} \subset L^1 \cap L^2 \) be the corresponding solutions to (3.11) for \( 0 < \lambda < \lambda_\varepsilon \). We have, for all \( m, n \in \mathbb{N} \),

\[
u^n_\varepsilon - u^m_\varepsilon + \lambda(A_\varepsilon u^n_\varepsilon - A_\varepsilon u^m_\varepsilon) = f_n - f_m.
\]

(3.26)

Taking into account (3.25), we obtain by the above equation that

\[|u^n_\varepsilon - u^m_\varepsilon|_1 \leq |f_n - f_m|_1, \forall n, m \in \mathbb{N}.
\]

Hence, for \( n \to \infty \), we have

\[u^n_\varepsilon \to u_\varepsilon(f) \text{ in } L^1.
\]

Now, (3.26) implies that \( A_\varepsilon u^n_\varepsilon \to v \) in \( L^1 \). Since \((A_\varepsilon, D(A_\varepsilon))\) is closed on \( L^1 \), we conclude that \( u_\varepsilon(f) \in D(A_\varepsilon) \) and that

\[u_\varepsilon(f) + \lambda A_\varepsilon u_\varepsilon(f) = f,
\]

(3.27)

which proves (3.8) for \( \lambda < \lambda_\varepsilon \). Moreover, by (3.25), we have

\[|u_\varepsilon(f_1) - u_\varepsilon(f_2)|_1 \leq |f_1 - f_2|_1, \forall f_1, f_2 \in L^1,
\]

(3.28)

which proves (3.9) for \( \lambda < \lambda_\varepsilon \). By Proposition 3.3 in [1], p. 99, it follows that

\[R(1 + \lambda A_\varepsilon) = L^1, \forall \lambda > 0,
\]

and, therefore, \( A_\varepsilon \) is \( m \)-accretive in \( L^1 \) and (3.16) holds for all \( \lambda < \lambda_0 \) if \( f \in L^1 \). We also have

\[
\int_{\mathbb{R}^d} (I + \lambda A_\varepsilon)^{-1} f dx = \int_{\mathbb{R}^d} f dx - \varepsilon \lambda \int_{\mathbb{R}^d} \beta((I + \lambda A_\varepsilon)^{-1} f) dx, \forall f \in L^1, \lambda > 0,
\]

(3.29)

and there exists \( \bar{\lambda}_0 \) independent of \( \varepsilon \) such that, for all \( \lambda \in (0, \bar{\lambda}_0) \),

\[(I + \lambda A_\varepsilon)^{-1} f \geq 0, \text{ a.e. in } \mathbb{R}^d \text{ if } f \geq 0, \text{ a.e. in } \mathbb{R}^d.
\]

(3.30)

(The latter follows by multiplying (3.10), where \( u = u_\varepsilon \), with sign \( u^-_\varepsilon \) and integrating over \( \mathbb{R}^d \).)

Next, we show (3.7). Fix \( \lambda \leq \lambda_0 = \min(\lambda_0, \bar{\lambda}_0) \) and let \( f \in L^1 \cap L^2 \). If \( u_\varepsilon = u_\varepsilon(f) \), by (3.16), it follows that \( \{u_\varepsilon\} \) is bounded in \( H^1(\mathbb{R}^d) \) and \( \{\beta(u_\varepsilon)\} \)
is bounded in $H^1(\mathbb{R}^d)$. Clearly, $u_\varepsilon(f) = 0$ if $f \equiv 0$, hence (3.28) implies that 
\{u_\varepsilon\} is bounded in $L^1$. Hence, along a subsequence, again denoted \{\varepsilon\} $\to 0$,
we have
\[
\begin{align*}
u_\varepsilon &\longrightarrow u \quad \text{weakly in } H^1(\mathbb{R}^d), \text{ strongly in } L^2_{\text{loc}}(\mathbb{R}^d), \\
\beta(u_\varepsilon) &\longrightarrow \beta(u) \quad \text{weakly in } H^1(\mathbb{R}^d) \text{ and strongly in } L^2_{\text{loc}}(\mathbb{R}^d), \\
\Delta \beta(u_\varepsilon) &\longrightarrow \Delta \beta(u) \quad \text{weakly in } H^{-1}(\mathbb{R}^d),
\end{align*}
\] (3.31)
and, by hypotheses (ii) and (3.6),
\[
b^*_\varepsilon(u_\varepsilon) \longrightarrow b(u)u \quad \text{strongly in } L^2_{\text{loc}}(\mathbb{R}^d).
\] (3.32)
This yields
\[
D_\varepsilon b^*_\varepsilon(u_\varepsilon) \to Db(u)u \text{ strongly in } L^2_{\text{loc}}(\mathbb{R}^d).
\] (3.33)
Passing to the limit in (3.10), we obtain
\[
u - \lambda \Delta \beta(u) + \lambda \text{ div}(Db(u)u) = f \text{ in } \mathcal{D}'(\mathbb{R}^d),
\] (3.34)
where $u = u(f) \in H^1(\mathbb{R}^d)$. By (3.28) and (3.31), it follows via Fatou’s lemma that
\[
|u(f_1) - u(f_2)|_1 \leq |f_2 - f_2|_1, \quad \forall f_1, f_2 \in L^2 \cap L^1,
\] (3.35)
and hence (since $u(f) = 0$ if $f \equiv 0$) $u_1(f), u_2(f) \in L^1 \cap L^2$, if $f \in L^1 \cap L^2$.
In particular, $u(f) \in D(A)$ and
\[
u + \lambda Au = f.
\] (3.36)
Hence $A$ is $m$-accretive in $L^1$. Clearly, by (3.31),
\[
u_\varepsilon \to u \text{ in } L^1_{\text{loc}},
\] (3.37)
for $0 < \lambda < \lambda_0$. To prove that (3.37) in fact holds in $L^1$, we shall prove first the following lemma, which has an intrinsic interest.

**Lemma 3.2** Assume that hypotheses (i)–(iv) hold and let $u_0 \in \mathcal{M}$. Then, for all $\lambda \in (0, \lambda_0)$,
\[
\| (I + \lambda A)_{-1} u_0 \| \leq \| u_0 \|_2 + \rho_{\varepsilon} \lambda |u_0|_1,
\] (3.38)
where $\rho_{\varepsilon} = \gamma_1(m + 1)|\Delta \Phi_{\varepsilon}|_{\infty} + \gamma_1m(m + 3)\varepsilon |D|_{\infty}$.
Proof. Let \( u_0 \in M \). If we multiply equation (3.27) by \( \varphi_\nu X_\delta(\beta(u_\varepsilon)) \), where \( u_\varepsilon = (I + \lambda A_\varepsilon)^{-1} u_0 \), \( \varphi_\nu(x) = \Phi_\varepsilon(x) \exp(-\nu \Phi_\varepsilon(x)) \) and integrate over \( \mathbb{R}^d \), we get, since \( X'_\delta \geq 0 \),

\[
\int_{\mathbb{R}^d} u_\varepsilon(x) X_\delta(\beta(u_\varepsilon)) \varphi_\nu \, dx \leq \lambda \int_{\mathbb{R}^d} \nabla \beta(u_\varepsilon) \cdot \nabla (X_\delta(\beta(u_\varepsilon))) \varphi_\nu \, dx \\
+ \lambda \int_{\mathbb{R}^d} D_\varepsilon b_\varepsilon^*(u_\varepsilon) \cdot \nabla (X_\delta(\beta(u_\varepsilon))) \varphi_\nu \, dx + \int_{\mathbb{R}^d} |u_0| \varphi_\nu \, dx \\
\leq -\lambda \int_{\mathbb{R}^d} \nabla \beta(u_\varepsilon) \cdot \nabla \varphi_\nu X_\delta(\beta(u_\varepsilon)) \, dx \\
+ \lambda \int_{\mathbb{R}^d} D_\varepsilon b_\varepsilon^*(u_\varepsilon) \cdot \nabla \beta(u_\varepsilon) X'_\delta(\beta(u_\varepsilon)) \varphi_\nu \, dx \\
+ \lambda \int_{\mathbb{R}^d} (D_\varepsilon \cdot \nabla \varphi_\nu) b_\varepsilon^*(u_\varepsilon) X_\delta(\beta(u_\varepsilon)) \, dx + \int_{\mathbb{R}^d} |u_0| \varphi_\nu \, dx.
\]

Letting \( \delta \to 0 \), we get as above

\[
\int_{\mathbb{R}^d} |u_\varepsilon| \varphi_\nu \, dx \leq -\lambda \int_{\mathbb{R}^d} \nabla |\beta(u_\varepsilon)| \cdot \nabla \varphi_\nu \, dx \\
+ \lim_{\delta \to 0} \lambda \int_{|\beta(u_\varepsilon)| \leq \delta} |D_\varepsilon| |b_\varepsilon^*(u_\varepsilon)| |\nabla \beta(u_\varepsilon)| \varphi_\nu \, dx \\
+ \lambda \int_{\mathbb{R}^d} |b_\varepsilon^*(u_\varepsilon)| D_\varepsilon \cdot \nabla \varphi_\nu \, dx + \int_{\mathbb{R}^d} |u_0| \varphi_\nu \, dx \\
\leq \lambda \int_{\mathbb{R}^d} (|\beta(u_\varepsilon)| \Delta \varphi_\nu - |b_\varepsilon^*(u_\varepsilon)| \nabla \Phi_\varepsilon \cdot \nabla \varphi_\nu) \, dx + \int_{\mathbb{R}^d} |u_0| \varphi_\nu \, dx,
\]

since \( D_\varepsilon = -\nabla \Phi_\varepsilon \). We have

\[
\nabla \varphi_\nu(x) = (\nabla \Phi_\varepsilon - \nu \Phi_\varepsilon \nabla \Phi_\varepsilon) \exp(-\nu \Phi_\varepsilon), \tag{3.41}
\]

\[
\Delta \varphi_\nu(x) = (\Delta \Phi_\varepsilon - \nu |\nabla \Phi_\varepsilon|^2 - \nu \Phi_\varepsilon \Delta \Phi_\varepsilon + \nu^2 \Phi_\varepsilon |\nabla \Phi_\varepsilon|^2 - \nu |\nabla \Phi_\varepsilon|^2) \exp(-\nu \Phi_\varepsilon). \tag{3.42}
\]

Then, letting \( \nu \to 0 \), we get by (3.40) that

\[
||u_\varepsilon|| \leq ||u_0|| + \lambda \gamma_1 |\Delta \Phi_\varepsilon|_{\infty} |u_0|, \ \forall \varepsilon > 0.
\]

On the other hand,

\[
\Delta \Phi_\varepsilon = -\text{div} \ D_\varepsilon = (1 - m \varepsilon \Phi(1 + \varepsilon \Phi)^{-1})(1 + \varepsilon \Phi)^{-m} \Delta \Phi \\
+ m \varepsilon ((m + 1) \varepsilon \Phi(1 + \varepsilon \Phi)^{-1} - 2)(1 + \varepsilon \Phi)^{-(m+1)} |D|^2. \tag{3.43}
\]
Therefore,

\[ |\Delta \Phi_\varepsilon|_\infty \leq (m+1)|\Delta \Phi|_\infty + m(m+3)\varepsilon |D|^2, \]

and this yields (3.38), as claimed.

**Remark 3.3** If, as in Remark 2.4, we replace (iv), \( M, \| \cdot \| \) and \( \rho \) by (iv)', \( M_2, \| \cdot \|_2 \) and \( \tilde{\rho} \), respectively, we can prove a complete analogue of Lemma 3.2 by the same arguments. One only has to replace \( \varphi_\nu \) by the function \( \tilde{\varphi}_\nu(x) = |x|^2e^{-\nu|x|^2} \) in the above proof. Once one has this analogue of Lemma 3.2, the proofs below can easily be adjusted to this case.

**Proof of (3.7).** By (3.38) and hypothesis (iv), it follows that, if \( f \in M \), then we have, for all \( \lambda \in (0, \lambda_0) \) and \( \varepsilon, N > 0 \),

\[
\int_{\{\Phi \geq N\}} |(I + \lambda A_\varepsilon)^{-1}f|dx \leq \frac{1}{N} \| (I + \lambda A_\varepsilon)^{-1}f \| \leq \frac{1}{N} (\|f\| + \rho \lambda |f|_1).
\]

Recalling (3.37) and that \( \{\Phi \leq N\} \) is compact, the latter implies that, if \( f \in M \cap L^2 \), then

\[
\lim_{\varepsilon \to 0} |u_\varepsilon - u|_1 = 0,
\]

i.e.,

\[
\lim_{\varepsilon \to 0} (I + \lambda A_\varepsilon)^{-1}f = (I + \lambda A)^{-1}f \text{ in } L^1, \forall f \in M \cap L^2.
\]

(3.44)

Since \( L^2 \cap M \) is dense in \( L^1 \) and \( (I + \lambda A_\varepsilon)^{-1}, \varepsilon > 0 \), are equicontinuous, (3.7) follows.

**Proof of Proposition 2.1 (continued).** Fix \( \lambda \in (0, \lambda_0) \) and let \( f \in L^1 \). Let \( \{f_n\} \in L^2 \cap L^1 \) be such that \( f_n \to f \) in \( L^1 \). If \( u_n \in H^1(\mathbb{R}^d) \) is the corresponding solution to (3.36), by (3.35) we have

\[
|u_n - u_m|_1 \leq |f_n - f_m|_1, \forall m, n \in \mathbb{N},
\]

and, therefore, \( u_n \to u \) strongly in \( L^1 \) as \( n \to \infty \). Since, by (3.36), \( Au_n \to \frac{1}{\lambda} (f - u) \) and because \( A \) is closed in \( L^1 \), we infer that \( u \) is a solution to (3.36). Hence, for \( \lambda \in (0, \lambda_0) \), \( R(I + \lambda A) = L^1 \), and, by (3.35), formula (2.3) follows.

Again by Proposition 3.3. in [1], p. 99, (2.2) and (2.3) follow for all \( \lambda > 0 \).

**Proof of (2.4).** It suffices to prove that \( X = \mathcal{M} \cap W^{1,1}(\mathbb{R}^d) \cap L^\infty \cap H^1(\mathbb{R}^d) \) is contained in \( D(A) \). We fix \( f \in X \) and consider the equation

\[
u_\varepsilon - \varepsilon \Delta \beta(u_\varepsilon) = f \text{ in } D'(\mathbb{R}^d), \tag{3.45}
\]
which, as seen earlier, has for each \( \varepsilon > 0 \) a unique solution \( u_\varepsilon \in H^1(\mathbb{R}^d) \) with \( \beta(u_\varepsilon) \in H^2(\mathbb{R}^d) \), satisfying

\[
\|u_\varepsilon\|_{H^1}^2 + \|\beta(u_\varepsilon)\|_{H^1}^2 + \varepsilon|\Delta \beta(u_\varepsilon)|^2 \leq C\|f\|_{H^1},
\]

where \( C \) is independent of \( \varepsilon \). This implies that \( u_\varepsilon \to f \) in \( L^2 \) as \( \varepsilon \to 0 \). Since, as it can be seen from the proof of (3.38) in Lemma 3.2,

\[
\|u_\varepsilon\| \leq C(\|f\| + |f|_1), \quad \forall \varepsilon > 0,
\]

it follows that \( u_\varepsilon \to f \) in \( L^1 \) as \( \varepsilon \to 0 \). On the other hand, by (3.45), we see that \( |u_\varepsilon|_\infty \leq |f|_\infty \). (This follows in a standard way by multiplying (3.45) with \( \text{sign}(u_\varepsilon - |f|_\infty) \) and \( \text{sign}(u_\varepsilon + |f|_\infty) \), respectively, and integrating over \( \mathbb{R}^d \).) Hence \( u_\varepsilon \in L^\infty \). Let us prove that \( \nabla u_\varepsilon \in L^1 \).

We set \( v_\varepsilon = \beta(u_\varepsilon) \) and rewrite (3.45) as

\[
\beta^{-1}(v_\varepsilon) - \varepsilon \Delta v_\varepsilon = f \quad \text{in } D'(\mathbb{R}^d).
\]

If \( w_i = \frac{\partial v_\varepsilon}{\partial x_i} \), we get

\[
(\beta^{-1})'(v_\varepsilon)w_i - \varepsilon \Delta w_i = \frac{\partial f}{\partial x_i}, \quad i = 1, \ldots, d.
\]

If multiply by \( \text{sign } w_i \) and integrate over \( \mathbb{R}^d \), we get

\[
\int_{\mathbb{R}^d} (\beta^{-1})'(v_\varepsilon)|w_i|dx \leq \int_{\mathbb{R}^d} \left| \frac{\partial f}{\partial x_i} \right| dx, \quad \forall i = 1, \ldots, d.
\]

Since \( (\beta^{-1})'(v_\varepsilon) \geq \frac{1}{M} \), we get \( w_i \in L^1 \), as claimed.

Now, we see that

\[
Au_\varepsilon = -\Delta \beta(u_\varepsilon) + \text{div}(Db(u_\varepsilon)u_\varepsilon) \in L^1, \quad \forall \varepsilon > 0,
\]

because \( -\Delta \beta(u_\varepsilon) = \varepsilon^{-1}(f - u_\varepsilon) \) and

\[
\text{div}(Db(u_\varepsilon)u_\varepsilon) = (\text{div } D)b(u_\varepsilon)u_\varepsilon + (D \cdot \nabla u_\varepsilon)(b'(u_\varepsilon)u_\varepsilon + b(u_\varepsilon)) \in L^1,
\]

because \( u_\varepsilon \in H^1(\mathbb{R}^d) \cap L^\infty \cap W^{1,1}(\mathbb{R}^d) \) and while, by hypotheses (ii)–(iii), \( \text{div } D \in L^\infty, \quad D \in L^\infty(\mathbb{R}^d, \mathbb{R}^d) \) and \( b \in C^1 \). Hence, \( X \subset D(A) \). We note that, by the same argument, it follows that

\[
\overline{D(A_\varepsilon)} = L^1. \tag{3.46}
\]

This completes the proof of Proposition 2.1.
Proof of Proposition 2.3. By Lemma 3.1 and (3.38) in Lemma 3.2, we have, for \( \lambda \in (0, \lambda_0) \), and \( \delta > 0 \),
\[
\|(I + \lambda A)^{-1} u_0\| \leq \|u_0\| + \rho \lambda |u_0|_1, \quad \forall u_0 \in \mathcal{M}.
\]
This yields
\[
\|(I + \lambda A)^{-n} u_0\| \leq \|u_0\| + n \lambda \rho |u_0|_1, \quad \forall n \in \mathbb{N},
\]
and so, by (2.11), we get
\[
\|S(t)u_0\| \leq \|u_0\| + \rho t |u_0|_1, \quad \forall t \geq 0, \; u_0 \in \mathcal{M},
\]
as claimed.

4 The \( H \)-theorem

Let \( S(t) \) be the continuous semigroup of contractions defined by (2.14). A (4.11) semicontinuous function \( V : L^1 \to (-\infty, \infty] \) is said to be a Lyapunov function for \( S(t) \) (equivalently, for equations (1.1) or (2.7)) if
\[
V(S(t)u_0) \leq V(S(s)u_0), \quad \text{for } 0 \leq s \leq t < \infty, \; u_0 \in L^1.
\]
(See, e.g., [10] and [14].)

In the following, we shall restrict the semigroup to the probability density set \( \mathcal{P} \) (see (2.18)). For each \( u_0 \in \mathcal{P} \), consider the \( \omega \)-limit set
\[
\omega(u_0) = \{ w = \lim S(t_n)u_0 \text{ in } L^1_{\text{loc}} \text{ for some } \{t_n\} \to \infty \}.
\]
Our aim here is to construct a Lyapunov function for \( S(t) \), to prove that \( \omega(u_0) \neq \emptyset \) and also that every \( u_\infty \in \omega(u_0) \) is an equilibrium state of equation (1.1), that is, \( Au_\infty = 0 \). To this end, we shall assume that, besides (i)–(iv), hypothesis (v) also holds.

Consider the function \( \eta \in C(\mathbb{R}) \),
\[
\eta(r) = -\int_0^r d\tau \int_\tau^1 \frac{\beta'(s)}{sb(s)} ds, \quad \forall r \geq 0, \tag{4.1}
\]
and define the function \( V : D(V) = \{ u \in \mathcal{M}; \; u \geq 0, \text{ a.e. on } \mathbb{R}^d \} \to \mathbb{R} \) by
\[
V(u) = \int_{\mathbb{R}^d} \eta(u(x)) dx + \int_{\mathbb{R}^d} \Phi(x) u(x) dx = -S[u] + E[u]. \tag{4.2}
\]
Since, by (i), (iv),
\[
\frac{\gamma}{r|b|_{\infty}} \leq \frac{\beta'(r)}{rb(r)} \leq \frac{\gamma_1}{rb_0}, \quad \forall r \geq 0,
\]
we have
\[
\frac{\gamma_1}{b_0} 1_{[0,1]}(r)(\log r - 1) + \frac{\gamma}{|b|_{\infty}} 1_{(1,\infty)}(r)(\log r - 1) \leq \eta(r) \leq \frac{\gamma}{|b|_{\infty}} 1_{[0,1]}(r)(\log r - 1) + \frac{\gamma_1}{b_0} 1_{(1,\infty)}(r)(\log r - 1).
\]

We also have that \( \eta \in C([0, \infty)), \eta \in C^2((0, \infty)), \eta'' \geq 0 \). Since \( \Phi \) is Lipschitz, hence of at most linear growth, \( E[u] \) is well-defined and finite if \( u \in M \). Furthermore, exactly as in [14], p. 16, one proves that \( (u \ln u)^- \in L^1 \) if \( u \in D(V) \). Hence \( S[u] \) is well-defined and \( -S[u] \in (-\infty, \infty] \) because of (4.4) and thus \( V(u) \in (-\infty, \infty] \) for all \( u \in D(V) \). We define \( V = \infty \) on \( L^1 \setminus D(V) \). Then, obviously, \( V : L^1 \to (-\infty, \infty] \) is convex and \( L^1_{\text{loc}} \)-lower semicontinuous on balls in \( M \), as easily follows by (4.4) from (4.5) below. If, in addition, \( (u \ln u)^+ \in L^1 \), then, again by (4.4), we have that \( S[u] \in (-\infty, \infty) \) and also \( V \) is real-valued. The function (see (1.7))
\[
S[u] = -\int_{\mathbb{R}^d} \eta(u(x))dx, \quad u \in \mathcal{P},
\]
is called in the literature (see, e.g., [11], [16]) the entropy of the system, while \( E[u] \) is the mean field energy.

In fact, according to the general theory of thermostatics (see [12]), the functional \( S = S[u] \) is a generalized entropy because its kernel \( -\eta \) is a strictly concave continuous functions on \((0, \infty)\) and \( \lim_{r \downarrow 0} \eta'(r) = +\infty \). In the special case \( \beta(s) \equiv s \) and \( b(s) \equiv 1 \), \( \eta(r) \equiv r(\log r - 1) \) and so \( S[u] \) reduces to the classical Boltzman-Gibbs entropy.

As in [14] (formula (15), one proves that, for \( \alpha \in \left[ \frac{m}{m+1}, 1 \right] \), where \( m \) is as in assumption (iv),
\[
\int_{\{\Phi \geq R\}} |\min(u \log u, 0)|dx \leq C_\alpha \left( \int_{\{\Phi \geq R\}} \Phi^{-m}dx \right)^{1-\alpha} \|u\|^\alpha, \quad (4.5)
\]
for all \( R > 0 \). This yields
\[
V(u) \geq -C(\|u\| + 1)^\alpha, \quad \forall u \in D(V). \quad (4.6)
\]
We also consider the function $\Psi : D(\Psi) \subset L^1 \to [0, \infty)$ defined by
\[
\Psi(u) = \int_{\mathbb{R}^d} \left| \frac{\beta'(u) \nabla u}{\sqrt{ub(u)}} - D\sqrt{ub(u)} \right|^2 dx, \tag{4.7}
\]
where
\[
D(\Psi) = \{ u \in L^1 \cap W^{1,1}_{\text{loc}}(\mathbb{R}^d); \; u \geq 0, \; \Psi(u) < \infty \}. \tag{4.8}
\]
We extend $\Psi$ to all of $L^1$ by $\Psi(u) = \infty$ if $u \in L^1 \setminus D(\Psi)$. Since $\nabla u = 0$, a.e. on $\{u = 0\}$, we set here and below
\[
\nabla u \sqrt{u} = 0 \text{ on } \{u = 0\}.
\]

Theorem 4.1 is the main result and, as mentioned earlier, can be viewed as the $H$-theorem for NFPE (1.1).

**Theorem 4.1** Assume that hypotheses (i)–(v) hold. Then the function $V$ defined by (4.1) is a Lyapunov function for $S(t)$, that is, for $D_0(V) = D(V) \cap \{V < \infty\}$,
\[
S(t)u_0 \in D_0(V), \; \forall t \geq 0, \; u_0 \in D_0(V) \text{ and }
V(S(t)u_0) \leq V(S(s)u_0), \; \forall u_0 \in D_0(V), \; 0 \leq s \leq t < \infty. \tag{4.9}
\]
Moreover, we have, for all $u_0 \in D_0(V)$,
\[
V(S(t)u_0) + \int_s^t \Psi(S(\sigma)u_0)d\sigma \leq V(S(s)u_0) \text{ for } 0 \leq s \leq t < \infty. \tag{4.10}
\]
In particular, $S(\sigma)u_0 \in D(\Psi)$ for a.e. $\sigma \geq 0$. Furthermore, there exists $u_\infty \in \omega(u_0)$ (see (1.6)) such that $u_\infty \in D(\Psi)$, $\Psi(u_\infty) = 0$. Furthermore, for any such $u_\infty$ we have either $u_\infty = 0$ or $u_\infty > 0$ a.e., and in the latter case, $u_\infty = g^{-1}(-\Phi + \mu)$ for some $\mu \in \mathbb{R}$, \tag{4.11}
where
\[
g(r) = \int_1^r \frac{\beta'(s)}{s(s)} ds, \; r > 0. \tag{4.12}
\]
Moreover, by (4.2), (4.10), we see that the entropy of the semiflow $u(t) = S(t)u_0$ is evolving according to the law
\[
S[u(t)] \geq S[u(s)] + \int_{\mathbb{R}^d} \Phi(x)(u(t,x) - u(s,x))dx + \int_s^t \Psi(u(\sigma))d\sigma,
\]
for all $0 \leq s \leq t < \infty$. 

5 Proof of Theorem 4.1

In the following, we approximate $V : L^1 \to (-\infty, \infty]$ by the functional $V_\varepsilon$ defined by

$$V_\varepsilon(u) = \int_{\mathbb{R}^d} (\eta_\varepsilon(u(x)) + \Phi_\varepsilon(x)u(x))dx, \forall u \in D(V),$$

$$V_\varepsilon(u) = \infty \text{ if } u \in L^1 \setminus D(V),$$

where $\eta_\varepsilon(r) = -\int_0^r dt \int_\mathbb{R} d\theta \beta'(\theta) b^\varepsilon(\varepsilon^{2m} b^\varepsilon) + \varepsilon m ds, r \geq 0, \varepsilon > 0$. Clearly, $\eta_\varepsilon \to \eta$ as $\varepsilon \to 0$ locally uniformly. We note that $V_\varepsilon$ is convex, and $L^1_{\text{loc}}$-lower semicontinuous on every ball in $\mathcal{M}$. Furthermore, there exists $C > 0$ such that, for all $\varepsilon \in (0, 1]$, we have $|\eta_\varepsilon(u)| \leq C(1 + |u|^2)$. This implies that $V_\varepsilon < \infty$ on $L^2$ and $V_\varepsilon(u) \to V(u)$ as $\varepsilon \to 0$ for all $u \in D(V) \cap L^2$ and by the generalized Fatou lemma that $V_\varepsilon$ is lower semicontinuous on $L^2$. We set

$$V'_\varepsilon(u) = \eta'_\varepsilon(u) + \Phi_\varepsilon, \forall u \in D(V) \cap L^2.$$

It is easy to check that $V'_\varepsilon(u) \in \partial V_\varepsilon(u)$ for all $u \in D(V) \cap L^2$, where $\partial V_\varepsilon$ is the subdifferential of $V_\varepsilon$ on $L^2$. As regards the function $\Psi$ defined by (4.7)–(4.8), we have

Lemma 5.1 We have

$$D(\Psi) = \{u \in L^1; u \geq 0, \sqrt{u} \in W^{1,2}(\mathbb{R}^d)\}, \quad (5.1)$$

$$\|\sqrt{u}\|_{W^{1,2}(\mathbb{R}^d)} \leq C(\Psi(u) + 1), \forall u \in D(\Psi), \quad (5.2)$$

where $C \in (0, \infty)$ is independent of $u$. Furthermore, $\Psi$ is $L^1_{\text{loc}}$-lower semicontinuous on $L^1$-balls.

Proof. By (4.7), taking into account (i), (ii), we have

$$\gamma |b|^{-1} \int_{\mathbb{R}^d} \frac{|\nabla u|^2}{u} dx \leq \int_{\mathbb{R}^d} \frac{\beta'(u)^2 \cdot |\nabla u|^2}{ub(u)} dx \leq 2\Psi(u) + 2 \int_{\mathbb{R}^d} |D|^2 ub(u) dx < \infty, \forall u \in D(\Psi). \quad (5.3)$$

This yields (5.1) and (5.2) since $\nabla(\sqrt{u}) = \frac{1}{2} \frac{\nabla u}{\sqrt{u}}$ and (v) holds. To show the lower semicontinuity of $\Psi$, we rewrite it as

$$\Psi(u) = \int_{\mathbb{R}^d} |\nabla j(u) - D\sqrt{u}b(u)|^2 dx, u \in D(\Psi), \quad (5.4)$$
where
\[ j(r) = \int_0^r \frac{\beta'(s)}{\sqrt{sb(s)}} \, ds, \quad r \geq 0. \tag{5.5} \]

Clearly,
\[ 0 \leq j(r) \leq \frac{2\gamma_1}{\sqrt{b_0}} \sqrt{r}. \tag{5.6} \]

Let \( \{u_n\} \subset L^1 \) and \( \nu > 0 \) be such that \( \sup_n |u_n|_1 < \infty \) and
\[ \Psi(u_n) \leq \nu < \infty, \quad \forall n, \tag{5.7} \]

(5.8) yields
\[ \sqrt{u_n b(u_n)} \rightharpoonup \sqrt{ub(u)} \text{ in } L^2_{\text{loc}} \]
and so, by hypothesis (iii), we have
\[ D\sqrt{u_n b(u_n)} \rightharpoonup D\sqrt{ub(u)} \text{ in } L^2_{\text{loc}}(\mathbb{R}^d; \mathbb{R}^d). \tag{5.9} \]

Hence (5.7) implies that (selecting a subsequence if necessary) for all balls \( B_N \) of radius \( N \in \mathbb{N} \) around zero we have
\[ \sup_n \int_{B_N} |\nabla j(u_n)|^2 \, dx < \infty \]
and
\[ j(u_n) \rightarrow h(u) \text{ in } L^2_{\text{loc}} \text{ as } n \rightarrow \infty. \]

Therefore (again selecting a subsequence, if necessary), for every \( N \in \mathbb{N} \),
\[ \nabla j(u_n) \rightharpoonup \nabla j(u) \text{ weakly in } L^2(B_N, dx) \text{ as } n \rightarrow \infty. \]

Hence, if we define \( \Psi_N \) analogously to \( \Psi \), but with the integral over \( \mathbb{R}^d \) replaced by an integral over \( B_N \), we conclude that
\[ \liminf_{n \rightarrow \infty} \Psi_N(u_n) \geq \liminf_{n \rightarrow \infty} \int_{B_N} |\nabla j(u_n)|^2 dx - 2 \int_{B_N} \nabla j(u) \cdot D\sqrt{ub(u)} \, dx \]
\[ + \int_{B_N} |D^2 ub(u)| \, dx \geq \Psi_N(u). \]

Hence, since \( u \in L^1 \), we can let \( N \rightarrow \infty \) to get
\[ \liminf_{n \rightarrow \infty} \Psi(u_n) \geq \Psi(u). \]
Now, we consider the functional
\[
\Psi_\varepsilon(u) = \int_{\mathbb{R}^d} \left| \frac{\beta'(u) \nabla u}{\sqrt{b_\varepsilon^*(u) + \varepsilon^{2m}}} - D_\varepsilon \sqrt{b_\varepsilon^*(u) + \varepsilon^{2m}} \right|^2 \, dx \\
+ \varepsilon^{2m} \int_{\mathbb{R}^d} D_\varepsilon \cdot \left( \frac{\beta'(u) \nabla u}{b_\varepsilon^*(u) + \varepsilon^{2m}} - D_\varepsilon \right) \, dx \\
+ \varepsilon \int_{\mathbb{R}^d} \beta(u)(\eta_\varepsilon'(u) + \Phi_\varepsilon) \, dx, \quad \forall u \in D(\Psi_\varepsilon) = D(V) \cap H^1,
\]
and
\[
\Psi_\varepsilon(u) := \infty \text{ if } u \in D(V) \setminus H^1.
\]

We have

**Lemma 5.2** For each \(\varepsilon > 0\), \(\Psi_\varepsilon\) is \(L^1_{\text{loc}}\)-lower semicontinuous on every ball in \(M\). Moreover, for any sequence \(\{v_\varepsilon\} \subset D(V) \cap H^1\) such that
\[
\sup_{\varepsilon \geq 0} \|v_\varepsilon\| < \infty, \lim_{\varepsilon \to 0} v_\varepsilon = v \text{ in } L^1_{\text{loc}},
\]
we have
\[
\liminf_{\varepsilon \to 0} \Psi_\varepsilon(v_\varepsilon) \geq \Psi(v).
\]
Furthermore, there exists \(c \in (0, \infty)\) such that, for all \(u \in D(V), \varepsilon \in (0, 1]\),
\[
\Psi_\varepsilon(u) \geq -c(|u| + \|u\| + 1).
\]

**Proof.** We write
\[
\Psi_\varepsilon(u) = \Psi^*_\varepsilon(u) + G_\varepsilon(u),
\]
where
\[
\Psi^*_\varepsilon(u) = \int_{\mathbb{R}^d} \left| \frac{\beta'(u) \nabla u}{\sqrt{b_\varepsilon^*(u) + \varepsilon^{2m}}} - D_\varepsilon \sqrt{b_\varepsilon^*(u) + \varepsilon^{2m}} \right|^2 \, dx \\
+ \varepsilon^{2m} \int_{\mathbb{R}^d} D_\varepsilon \cdot \left( \frac{\beta'(u) \nabla u}{b_\varepsilon^*(u) + \varepsilon^{2m}} - D_\varepsilon \right) \, dx,
\]
\[
G_\varepsilon(u) = \varepsilon \int_{\mathbb{R}^d} \beta(u)(\eta_\varepsilon'(u) + \Phi_\varepsilon) \, dx.
\]
We have, since \(\eta_\varepsilon'(\tau) \geq \frac{\tau_0}{b_0} (\log \tau - \varepsilon(1 - \tau))\) for \(\tau \in (0, 1]\),
\[ G_\varepsilon(v_\varepsilon) \geq \varepsilon \gamma_1 \int_{\{v_\varepsilon \leq 1\}} v_\varepsilon \eta_\varepsilon(v_\varepsilon) \, dx \geq \varepsilon \frac{\gamma_1^2}{b_0} \int_{\{v_\varepsilon \leq 1\}} (v_\varepsilon \log v_\varepsilon - \varepsilon v_\varepsilon) \, dx \]

\[ \geq -\varepsilon \frac{\gamma_1^2}{b_0} \left[ C_\alpha \left( \int_{\mathbb{R}^d} \Phi^{-m} \, dx \right)^{1-\alpha} \|v_\varepsilon\|^{\alpha} + \varepsilon \int_{\mathbb{R}^d} v_\varepsilon \Phi \, dx \right] \]

\[ + \int_{\{\Phi \leq 1\}} ((v_\varepsilon \log v_\varepsilon)^+ + \varepsilon) \, dx \],

where we used (4.5). Hence

\[ \liminf_{\varepsilon \to 0} G_\varepsilon(v_\varepsilon) \geq 0. \]

Now, arguing as in the proof of Lemma 5.1, we represent \( \Psi_\varepsilon^* \) as (see (5.3))

\[ \Psi_\varepsilon^*(u) = \int_{\mathbb{R}^d} |\nabla j_\varepsilon^*(u) - D_\varepsilon \sqrt{b_\varepsilon^*(u) + \varepsilon^2 m}|^2 \, dx + \varepsilon \int_{\mathbb{R}^d} D_\varepsilon \left( \frac{\beta'(u) \nabla u}{b_\varepsilon^*(u) + \varepsilon^2 m} - D_\varepsilon \right) \, dx, \]

where \( u \in D(V) \cap H^1 \) and

\[ j_\varepsilon^*(r) = \int_0^r \frac{\beta'(s)}{\sqrt{b_\varepsilon^*(s) + \varepsilon^2 m}} \, ds. \]

We may assume that \( \Psi_\varepsilon^*(v_\varepsilon) \leq \nu < \infty, \forall \varepsilon > 0. \) Then, as in (5.3), we see that

\[ \int_{\mathbb{R}^d} \frac{|\beta'(v_\varepsilon)|^2 |\nabla v_\varepsilon|^2}{b_\varepsilon^*(v_\varepsilon) + \varepsilon^2 m} \, dx \leq 2 \left( \Psi_\varepsilon^*(v_\varepsilon) + \int_{\mathbb{R}^d} |D_\varepsilon|^2(b_\varepsilon^*(v_\varepsilon) + 2\varepsilon^2 m) \, dx \right) \]

\[ + 2\varepsilon^2 m \int_{\mathbb{R}^d} \frac{|D_\varepsilon|\beta'(v_\varepsilon) |\nabla v_\varepsilon|}{b_\varepsilon^*(v_\varepsilon) + \varepsilon^2 m} \, dx. \]  

(5.14)

Taking into account that

\[ \varepsilon^2 m \int_{\mathbb{R}^d} \frac{|D_\varepsilon|\beta'(v_\varepsilon) |\nabla v_\varepsilon|}{b_\varepsilon^*(v_\varepsilon) + \varepsilon^2 m} \, dx \]

\[ \leq \frac{1}{2} \int_{\mathbb{R}^d} \frac{|\beta'(v_\varepsilon)|^2 |\nabla v_\varepsilon|^2}{b_\varepsilon^*(v_\varepsilon) + \varepsilon^2 m} \, dx + \frac{\varepsilon^2}{2} \int_{\mathbb{R}^d} \frac{|D_\varepsilon|^2}{b_\varepsilon^*(v_\varepsilon) + \varepsilon^2 m} \, dx \]

\[ \leq \frac{1}{2} \int_{\mathbb{R}^d} \frac{|\beta'(v_\varepsilon)|^2 |\nabla v_\varepsilon|^2}{b_\varepsilon^*(v_\varepsilon) + \varepsilon^2 m} \, dx + \frac{\varepsilon^2}{2} \int_{\mathbb{R}^d} |D_\varepsilon|^2 \, dx, \]

(5.15)
and that \( \lim_{\varepsilon \to 0} v_\varepsilon = v \) in \( L^1 \) by our assumption, it follows by (3.5) and (5.14) that, for some \( C > 0 \) independent of \( \varepsilon \),

\[
\int_{\mathbb{R}^d} |\nabla v_\varepsilon|^2 + \varepsilon^{2m} \, dx \leq C, \quad \forall \varepsilon > 0,
\]

and so \( \{ \nabla j_\varepsilon^*(v_\varepsilon) \} \) is bounded in \( L^2 \). Then, arguing as in Lemma 5.1 (see (5.8)–(5.9)), we get for \( \varepsilon \to 0 \)

\[
D_\varepsilon \sqrt{b_\varepsilon^*(v_\varepsilon) + \varepsilon^{2m}} \to D \sqrt{b(u)} \text{ in } L^2(\mathbb{R}^d; \mathbb{R}^d),
\]

and, therefore,

\[
\liminf_{\varepsilon \to 0} \Psi_\varepsilon(v_\varepsilon) \geq \liminf_{\varepsilon \to 0} \Psi_\varepsilon^*(v_\varepsilon) \geq \Psi(v),
\]

as claimed. By a similar (even easier) argument, one proves that \( \Psi_\varepsilon \) is \( L^1_{\text{loc}} \)-lower semicontinuous on balls in \( \mathcal{M} \). The last part of the assertion is an immediate consequence of (5.13) and (5.15), which holds for all \( u \in D(V) \cap H^1 \) replacing \( v_\varepsilon \). Hence, the lemma is proved.

We denote by \( S_\varepsilon(t) \) the continuous semigroup of contractions on \( L^1 \) generated by the \( m \)-accretive operator \( A_\varepsilon \) defined by (3.1)–(3.2), that is,

\[
S_\varepsilon(t)u_0 = \lim_{n \to \infty} \left( I + \frac{t}{n} A_\varepsilon \right)^{-n} u_0, \quad \forall t \geq 0, \ u_0 \in L^1.
\]  
(5.16)

We note that by (3.7) it follows, by virtue of the Trotter-Kato theorem for nonlinear semigroups of contractions, that (see [7] and [1], p. 169)

\[
\lim_{\varepsilon \to 0} S_\varepsilon(t)u_0 = S(t)u_0, \quad \forall u_0 \in L^1,
\]  
(5.17)

strongly in \( L^1 \) uniformly on compact time intervals.

We shall prove first (4.10) for \( S_\varepsilon(t) \). Namely, one has

**Lemma 5.3** For each \( u_0 \in L^2 \cap D(V) \), we have \( S_\varepsilon(\sigma)u_0 \in D(\Psi_\varepsilon) \) for \( ds \)-a.e. \( \sigma \geq 0 \), and

\[
V_\varepsilon(S_\varepsilon(t)u_0) + \int_s^t \Psi_\varepsilon(S_\varepsilon(\sigma)u_0) \, d\sigma \leq V_\varepsilon(S_\varepsilon(s)u_0), \quad 0 \leq s \leq t < \infty,
\]  
(5.18)

and all three terms are finite.
Proof. First, we shall prove that, for all \( \varepsilon > 0 \),
\[
V_\varepsilon(I + \lambda A_\varepsilon)^{-1}u_0 + \lambda \Psi_\varepsilon((I + \lambda A_\varepsilon)^{-1}u_0) \leq V_\varepsilon(u_0), \quad \lambda \in (0, \lambda_0).
\]
We set \( u_\varepsilon^\lambda = (I + \lambda A_\varepsilon)^{-1}u_0 \) and note that, by (3.15)-(3.16), we have
\[
u_\varepsilon^\lambda \in H^1(\mathbb{R}^d), \quad \beta(u_\varepsilon^\lambda) \in H^1(\mathbb{R}^d), \quad \forall \lambda \in (0, \lambda_0), \quad \varepsilon > 0,
\]
and
\[
V_\varepsilon'(u_\varepsilon^\lambda) = \eta_\varepsilon'(u_\varepsilon^\lambda) + \Phi_\varepsilon \in \partial V_\varepsilon(u_\varepsilon^\lambda),
\]
where
\[
\eta_\varepsilon'(u_\varepsilon^\lambda) \in H^1(\mathbb{R}^d).
\]
Taking into account that, by Lemma 3.2,
\[
\text{div}(\nabla \beta(u_\varepsilon^\lambda) - D_\varepsilon b_\varepsilon^*(u_\varepsilon^\lambda)) = \frac{1}{\lambda} (u_\varepsilon^\lambda - u_0) + \varepsilon \beta(u_\varepsilon^\lambda) \in \mathcal{M},
\]
it follows, since \( \Phi_\varepsilon \in L^2 \),
\[
\int_{\mathbb{R}^d} (-\Delta \beta(u_\varepsilon^\lambda) + \text{div} D_\varepsilon b_\varepsilon^*(u_\varepsilon^\lambda))\Phi_\varepsilon \, dx = -\int_{\mathbb{R}^d} (\nabla \beta(u_\varepsilon^\lambda) - D_\varepsilon b_\varepsilon^*(u_\varepsilon^\lambda)) \cdot D_\varepsilon \, dx.
\]
This yields, by (5.22),
\[
\langle A_\varepsilon(u_\varepsilon^\lambda), V_\varepsilon'(u_\varepsilon^\lambda) \rangle_2
\]
\[
= \langle -\Delta(\beta(u_\varepsilon^\lambda)) + \varepsilon \beta(u_\varepsilon^\lambda) + \text{div}(D_\varepsilon b_\varepsilon^*(u_\varepsilon^\lambda)), \eta_\varepsilon'(u_\varepsilon^\lambda) + \Phi_\varepsilon \rangle_2
\]
\[
= \int_{\mathbb{R}^d} (\beta'(u_\varepsilon^\lambda) \nabla u_\varepsilon^\lambda - D_\varepsilon b_\varepsilon^*(u_\varepsilon^\lambda)) \cdot \left( \frac{\beta'(u_\varepsilon^\lambda)}{b_\varepsilon^*(u_\varepsilon^\lambda)} \nabla u_\varepsilon^\lambda - D_\varepsilon \right) \, dx
\]
\[
+ \varepsilon \langle \beta(u_\varepsilon^\lambda), \eta_\varepsilon'(u_\varepsilon^\lambda) + \Phi_\varepsilon \rangle_2
\]
\[
= \int_{\mathbb{R}^d} \left| \frac{\beta'(u_\varepsilon^\lambda) \nabla u_\varepsilon^\lambda}{\sqrt{b_\varepsilon^*(u_\varepsilon^\lambda)}} - D_\varepsilon \sqrt{b_\varepsilon^*(u_\varepsilon^\lambda)} + \varepsilon^2 m \right|^2 \, dx + \varepsilon \langle \beta(u_\varepsilon^\lambda), \eta_\varepsilon'(u_\varepsilon^\lambda) + \Phi_\varepsilon \rangle_2
\]
\[
+ \varepsilon^2 m \int_{\mathbb{R}^d} \left( D_\varepsilon \cdot \frac{\beta'(u_\varepsilon^\lambda) \nabla u_\varepsilon^\lambda}{b_\varepsilon^* + \varepsilon^2 m} - D_\varepsilon \right) \, dx
\]
\[
= \Psi_\varepsilon(u_\varepsilon^\lambda), \quad \forall \varepsilon > 0, \quad \lambda \in (0, \lambda_0).
\]
This yields (5.19) because, by the convexity of \( V_\varepsilon \), we have by (5.21)
\[
V_\varepsilon(u_\varepsilon^\lambda) \leq V_\varepsilon(u_0) + \langle V_\varepsilon'(u_\varepsilon^\lambda), u_\varepsilon^\lambda - u_0 \rangle_2, \quad u_\varepsilon^\lambda - u_0 = -\lambda A_\varepsilon(u_\varepsilon^\lambda).
\]
To get (5.18), we shall proceed as in the proof of Theorem 3.4 in [15]. Namely, we set

$$\lambda \delta (\lambda, v) = V_\varepsilon ((I + \lambda A_\varepsilon)^{-1} v) + \lambda \Psi_\varepsilon ((I + \lambda A_\varepsilon)^{-1} v) - V_\varepsilon (v),$$

$$\forall \lambda \in (0, \lambda_0), \ v \in L^2 \cap D(V),$$

and note that, by (5.19), $\delta (\lambda, u_0) \leq 0$, $\lambda \in (0, \lambda_0)$. This yields

$$V_\varepsilon ((I + \lambda A_\varepsilon)^{-j} u_0) + \lambda \Psi_\varepsilon ((I + \lambda A_\varepsilon)^{-j} u_0) - V_\varepsilon ((I + \lambda A_\varepsilon)^{-j+1} u_0)$$

$$= \lambda \delta (\lambda, (I + \lambda A_\varepsilon)^{-j+1} u_0), \ \forall j \in \mathbb{N}.$$ 

Then, summing up from $j = 1$ to $j = n$ and taking $\lambda = \frac{t}{n}$, we get

$$V_\varepsilon \left( \left( I + \frac{t}{n} A_\varepsilon \right)^{-n} u_0 \right) + \sum_{j=1}^{n} \frac{t}{n} \Psi_\varepsilon \left( \left( I + \frac{t}{n} A_\varepsilon \right)^{-j} u_0 \right)$$

$$= V_\varepsilon (u_0) + \sum_{j=1}^{n} \frac{t}{n} \delta \left( \frac{t}{n}, \left( I + \frac{t}{n} A_\varepsilon \right)^{-j(j-1)} u_0 \right).$$ 

(5.24)

Note also that, if $n > \frac{t}{\lambda_0}$, then

$$\delta \left( \frac{t}{n}, \left( I + \frac{t}{n} A_\varepsilon \right)^{-j} u_0 \right) \leq 0, \ 1 \leq j \leq n.$$

(5.25)

We consider the step function

$$f_n (\sigma) = \Psi_\varepsilon \left( \left( I + \frac{t}{n} A_\varepsilon \right)^{-j} u_0 \right) \text{ for } \frac{(j-1)t}{n} < \sigma \leq \frac{jt}{n},$$

and note that, for each $t > 0$,

$$\sum_{j=1}^{n} \frac{t}{n} \Psi_\varepsilon \left( \left( I + \frac{t}{n} A_\varepsilon \right)^{-j} u_0 \right) = \int_{0}^{t} f_n (\sigma) d\sigma.$$ 

Then, by (3.38), (5.16) and the $L^1_{\text{loc}}$-lower semicontinuity of $\Psi_\varepsilon$ on balls in $\mathcal{M}$, we conclude, by the Fatou lemma, which is applicable because of (5.12), that

$$-\infty < \int_{0}^{t} \Psi_\varepsilon (S(\sigma) u_0) d\sigma \leq \liminf_{n \to \infty} \int_{0}^{t} f_n (\sigma) d\sigma,$$

(5.26)
while, by the \(L^1_{loc}\)-lower semicontinuity of \(V_\varepsilon\) on balls in \(M\), we have
\[
\liminf_{n \to \infty} V_\varepsilon\left(\left(I + \frac{t}{n} A_\varepsilon\right)^{-n} u_0\right) \geq V_\varepsilon(S_\varepsilon(t)u_0).
\]
Then, by (5.24)–(5.26), we get
\[
V_\varepsilon(S_\varepsilon(t)u_0) + \int_0^t \Psi_\varepsilon(S_\varepsilon(\sigma)u_0) d\sigma \leq V_\varepsilon(u_0), \ \forall \ t \geq 0.
\]
In particular, \(V_\varepsilon(S_\varepsilon(t)u_0) < \infty\) since \(V_\varepsilon(u_0) < \infty\). Taking this into account and that \(S_\varepsilon(t+s)u_0 = S_\varepsilon(t)S_\varepsilon(s)u_0\), we get (5.18), as claimed.

**Proof of Theorem 4.1 (continued).** We shall assume first \(u_0 \in L^2 \cap D_0(V)\).

We want to let \(\varepsilon \to 0\) in (5.18), where \(s = 0\).

We note first that we have
\[
\liminf_{\varepsilon \to 0} V_\varepsilon(S_\varepsilon(t)u_0) \geq V(S(t)u_0), \ \forall \ t \geq 0.
\]
Here is the argument.

First, we note that, if \(v_\varepsilon \to v\) in \(L^1\) as \(\varepsilon \to 0\) and \(\sup_{\varepsilon>0} \|v_\varepsilon\| < \infty\), then \(v_\varepsilon(\log v_\varepsilon)^- \to v(\log v)^-\) in \(L^1_{loc}\) as \(\varepsilon \to 0\). Furthermore, for \(\delta > 0\), and \(\alpha \in \left(\frac{m+\delta}{m+\delta+1}, 1\right)\), by (4.5),
\[
\int_{\{\Phi \geq R\}} v_\varepsilon(\log v_\varepsilon)^- dx \leq C_\alpha \frac{1}{R^{\alpha(1-\alpha)}} \left(\int \Phi^{-m} dx\right)^{1-\alpha} \|v_\varepsilon\|^\alpha,
\]
hence
\[
\lim_{R \to \infty} \sup_{\varepsilon>0} \int_{\{\Phi \geq R\}} v_\varepsilon(\log v_\varepsilon)^- dx = 0,
\]
therefore, \(v_\varepsilon(\log v_\varepsilon)^- \to v(\log v)^-\) in \(L^1\). Applying this to \(v_\varepsilon = S_\varepsilon(t)u_0\), which by (5.17), (3.38) and (5.16) is justified, and because \(\eta_\varepsilon \to \eta\) as \(\varepsilon \to 0\) locally uniformly on \([0, \infty)\) and, because for all \(\varepsilon \in (0, 1], \ r \in [0, \infty)\),
\[
\eta_\varepsilon(r) \geq -\frac{\gamma_1}{b_0} (r \wedge 1)(\log(r \wedge 1)^- - 2(r \wedge 1)),
\]
we can apply the generalized Fatou lemma to conclude that
\[
\liminf_{\varepsilon \to \infty} \int_{\mathbb{R}^d} \eta_\varepsilon(S_\varepsilon(t)u_0) dx \geq \int_{\mathbb{R}^d} \eta(S(t)u_0) dx,
\]
and we get (5.27), as claimed.
By Lemma 5.3, (3.38) and (5.16), we have that \( v_\varepsilon = S_\varepsilon(t)u_0, \varepsilon > 0, \) satisfy for \( dt \)-a.e. \( t > 0 \) the assumptions of Lemma 5.2, hence

\[
\lim_{\varepsilon \to 0} \Psi_\varepsilon(S_\varepsilon(t)u_0) \geq \Psi(S(t)u_0), \text{ a.e. } t > 0.
\]

Moreover, by Fatou’s lemma, which is applicable by (5.12), it follows that

\[
\liminf_{\varepsilon \to 0} \int_0^t \Psi_\varepsilon(S_\varepsilon(s)u_0)ds \geq \int_0^t \Psi(S(s)u_0)ds, \forall t \geq 0. \tag{5.28}
\]

Because, as mentioned earlier, \( V_\varepsilon(u) \to V(u) \) as \( \varepsilon \to 0 \), if \( u \in D(V) \cap L^2 \), (5.27), (5.28) and (5.18) with \( s = 0 \) imply

\[
V(S(t)u_0) + \int_0^t \Psi(S(\sigma)u_0)d\sigma \leq V(u_0), \forall u_0 \in D(V) \cap L^2, \ t \geq 0. \tag{5.29}
\]

We note that, by (2.22) and (4.6), we have

\[
V(S(t)u_0) \geq -C(\|S(t)u_0\| + 1)^\alpha \\
\geq -C(\|u_0\| + t|u_0|_1)^\alpha, \quad \alpha \in \left[\frac{m}{m+1}, 1\right).
\]

Hence

\[
0 \leq \int_0^t \Psi(S(\sigma)u_0)d\sigma < \infty, \forall t \geq 0,
\]

which implies that

\[
S(\sigma)u_0 \in D(\Psi) \text{ a.e. } \sigma > 0. \tag{5.31}
\]

Now, to extend (5.29) to all \( u_0 \in D_0(V) \), take \( u^n_0 \in D(V) \cap L^2(\subset D_0(V)) \) with \( u^n_0 \leq u_0 \) and \( u^n_0 \to u_0 \) as \( n \to \infty \) in \( L^1 \). Then, because for all \( r \geq 0 \)

\[
\eta(r) \geq -\frac{\gamma_0}{b_0} \left[ (r \land 1)(\log(r \land 1)^- + (r \land 1)) \right],
\]

arguing as above (using again (4.5)), we conclude the monotone convergence applies to get

\[
\lim_{n \to \infty} V(u^n_0) = V(u_0)
\]

and the generalized Fatou lemma applies to get eventually (5.29) and (5.31) for all \( u_0 \in D_0(V) \). Since \( S(t)u_0 \in D_0(V) \), if \( u_0 \in D_0(V) \), the first part including (4.10) follows.
To prove (4.11), we note that since $\alpha < 1$, by (4.10) and (5.30), we have

$$0 = \lim_{t \to \infty} \frac{1}{t} \int_0^t \Psi(S(\sigma)u_0) d\sigma$$

$$\geq \lim_{t \to \infty} \frac{1}{t} \int_n^{t_n} \inf_{r \geq n} \Psi(S(r)u_0) d\sigma$$

$$= \inf_{r \geq n} \Psi(S(r)) \text{ for all } n \in \mathbb{N}.$$ 

Hence, there exists $t_n \to \infty$ such that

$$\lim_{n \to \infty} \Psi(S(t_n)u_0) = 0. \quad (5.32)$$

Furthermore, we obtain by Lemma 5.1 that

$$\sup_{t \geq 0} |S(t)u_0|_1 + \limsup_{t \to \infty} \frac{1}{t} \int_0^t |\nabla(\sqrt{S(s)u_0})|^2 ds < \infty.$$ 

Hence there exist $t_n \to \infty$ such that

$$\sup_n \|\sqrt{S(t_n)u_0}\|_{W^{1,1}(\mathbb{R}^d)} < \infty. \quad (5.33)$$

So, by the Rellich-Kondrachov theorem (see, e.g., [7], p. 284), the set

$$\{S(t_n)u_0 \mid n \in \mathbb{N}\}$$

is relatively compact in $L^1_{loc}$. Hence, along a subsequence $\{t_{n'}\} \to \infty$, we have

$$\lim S(t_{n'})u_0 = u_\infty \text{ in } L^1_{loc}. \quad (5.34)$$

for some $u_\infty \in L^1$. Since $\Psi$ is $L^1_{loc}$-lower semicontinuous on $L^1$-balls by Lemma 5.1, this together with (5.32) implies that $u_\infty \in D(\Psi)$ and $\Psi(u_\infty) = 0$.

If $u_\infty \in D(\Psi)$, such that $\Psi(u_\infty) = 0$, then

$$\frac{\beta'(u_\infty) \nabla u_\infty}{\sqrt{u_\infty b(u_\infty)}} = D \sqrt{u_\infty b(u_\infty)}, \text{ a.e. in } \mathbb{R}^d. \quad (5.35)$$

Let us prove now that either $u_\infty \equiv 0$ or $u = u_\infty > 0$, a.e. in $\mathbb{R}^d$. To this end, we consider the solution $y = y(t, x)$ to the system

$$y'_i(t) = \bar{D}_i(y_i(t)), \ t \geq 0, \ i = 1, \ldots, d,$$

$$y_i(0) = x_i,$$
where $\tilde{D}_i \in C^1(\mathbb{R})$, $i = 1, \ldots, d$, is an arbitrary vector field on $\mathbb{R}$, and $y(t) = \{y_i(t)\}_{i=1}^d$, $x = \{x_i\}_{i=1}^d$. If $j$ is defined by (5.5), we have

$$
\frac{d}{dt} j(u(y(t, x))) = j_u(u(y(t, x)) \nabla u(y(t, x)) \cdot y'(t))
$$

$$
= \frac{\beta'(u(y(t, x)))}{\sqrt{b(u(y(t, x)))}} \nabla u(y(t, x)) \cdot \mathcal{D}(y(t, x)), \forall t \geq 0,
$$

where $\mathcal{D}(y) = (\mathcal{D}_{ij}(y))_{ij}$ with $\mathcal{D}_{ij}(y) = \delta_{ij} D_j(y)$. Then, by (5.35), it follows that

$$
\frac{d}{dt} j(u(y(t, x))) = \sum_{i=1}^d \tilde{D}_i(y_i(t)) D_i(u(y(t, x))) y_i(t) (u(y(t, x)) b(u(y(t, x))))^{\frac{1}{2}}.
$$

We note that

$$
C_2 j(r) \leq \sqrt{rb(r)} \leq C_1 j(r), \forall r \geq 0,
$$

where $C_1, C_2 > 0$. This yields

$$
\frac{d}{dt} j(u(y(t, x))) \geq -\sum_{i=1}^d \tilde{D}_i(y_i(t)) D_i(u(y(t, x))) j(u(y(t, x))), \forall t \geq 0.
$$

Hence

$$
j(u(y(t, x))) \geq C_j(u(x)), \forall t \geq 0, \ x \in \mathbb{R}^d,
$$

and, therefore,

$$
j(u(x)) \geq C_j(u(e^{-\mathcal{D}t} x)), \forall t \geq 0, \ x \in \mathbb{R}^d,
$$

where $e^{\mathcal{D}t}$ is the flow generated by $\mathcal{D}$. Since $\mathcal{D}$ is an arbitrary vector field on $\mathbb{R}^d$, it follows that, for fixed $x$ and $t$, $\{e^{-\mathcal{D}t} x\}$ covers all $\mathbb{R}^d$. We infer that, if $u \neq 0$, then $j(u(x)) > 0$, $\forall x \in \mathbb{R}^d$, and this implies that $u = u_\infty > 0$, a.e. on $\mathbb{R}^d$. For such a $u_\infty$, this yields, because $\Psi(u_\infty) = 0$,

$$
\nabla (g(u_\infty) + \Phi) = 0, \text{ a.e. in } \mathbb{R}^d, \tag{5.36}
$$

where

$$
g(r) = \int_1^r \frac{\beta'(s)}{sb(s)} ds, \forall r > 0.
$$

By (5.36), we see that $g(u_\infty) + \Phi = \mu$ for some $\mu \in \mathbb{R}$, in $\mathbb{R}^d$ and, since $g$ is strictly monotone, we have

$$
u_\infty(x) = g^{-1}(-\Phi(x) + \mu), \ x \in \mathbb{R}^d. \tag{5.37}$$
6 The asymptotic behaviour in $L^1$

We assume here that, besides (i)–(v), condition (vi) also holds.

**Theorem 6.1** Assume that hypotheses (i)–(vi) hold and let $u_0 \in D_0(V) \setminus \{0\}$.

Set

$$\tilde{\omega}(u_0) = \left\{ \lim_{n \to \infty} S(t_n)u_0 \text{ in } L^1, \{t_n\} \to \infty \right\}. $$

Then

$$\omega(u_0) = \tilde{\omega}(u_0) = \{u_\infty\}, \quad (6.1)$$

and $u_\infty > 0$, a.e. Furthermore, $u_\infty \in D_0(V) \cap D(\Psi)$, $\Psi(u_\infty) = 0$, $S(t)u_\infty = u_\infty$ for $t \geq 0$, $|u_\infty|_1 = |u_0|_1$, and it is given by

$$u_\infty(x) = g^{-1}(-\Phi(x) + \mu), \forall x \in \mathbb{R}^d, \quad (6.2)$$

where $\mu$ is the unique number in $\mathbb{R}$ such that

$$\int_{\mathbb{R}^d} g^{-1}(-\Phi(x) + \mu) dx = \int_{\mathbb{R}^d} u_0 dx, \quad (6.3)$$

and

$$g(r) = \int_1^r \frac{\beta'(s)}{sb(s)} ds, \quad r > 0.$$

In particular, for all $u_0 \in D_0(V)$ with the same $L^1$-norm, the sets in (6.1) coincide, and thus $u_\infty$ is the only element in $D_0(V)$ such that $S(t)u_\infty = u_\infty$ for all $t \geq 0$.

**Proof.** Let us first prove the following version of Proposition 2.3.

**Lemma 6.2** Under hypotheses (i)–(vi), we have, for all $u_0 \in \mathcal{M}$, $u_0 \geq 0$, a.e. in $\mathbb{R}^d$,

$$\|S(t)u_0\| \leq \|u_0\|, \forall t \geq 0. \quad (6.4)$$

**Proof.** We note first that we have

$$\|(I + \lambda A)^{-1}u_0\| \leq \|u_0\|, \forall \lambda \in (0, \lambda_0). \quad (6.5)$$

Indeed, arguing as in the proof of Lemma 3.2 and taking into account that $u_\varepsilon \geq 0$, we get by (3.39)–(3.42),
\begin{equation}
\int_{\mathbb{R}^d} u_\varepsilon \varphi \, dx \leq \lambda \int_{\mathbb{R}^d} (b_\varepsilon^*(u_\varepsilon) \nabla \Phi_\varepsilon \cdot (\nu \Phi_\varepsilon \nabla \Phi_\varepsilon - \nabla \Phi_\varepsilon) \\
+ \beta(u_\varepsilon)(\Delta \Phi_\varepsilon - \nu \Phi_\varepsilon \Delta \Phi_\varepsilon + \nu^2 \Phi_\varepsilon \nabla \Phi_\varepsilon \nabla \Phi_\varepsilon)^2 \exp(-\nu \Phi_\varepsilon)) \, dx \tag{6.6}
\end{equation}

which, for \( \nu \to 0 \), because both \( \Delta \Phi_\varepsilon \) and \( \nabla \Phi_\varepsilon \) are bounded, yields

\[ \|u_\varepsilon\| \leq \|u_0\| + \lambda \int_{\mathbb{R}^d} (\beta(u_\varepsilon)\Delta \Phi_\varepsilon - b_\varepsilon^*(u_\varepsilon)|\nabla \Phi_\varepsilon|^2) \, dx. \]

Since \( 0 \leq \beta(u_\varepsilon) \leq \gamma_1 u_\varepsilon \), \( 0 \leq b_\varepsilon^*(u_\varepsilon) \leq |b|_{\infty} u_\varepsilon \) and \( u_\varepsilon \to u \) in \( L^1 \) as \( \varepsilon \to 0 \), we obtain by Fatou’s lemma and (3.33), (3.42)

\[ \|u\| \leq \|u_0\| + \lambda \int_{\mathbb{R}^d} (\beta(u)\Delta \Phi - b(u)|\nabla \Phi|^2) \, dx \]

\[ \leq \|u_0\| + \lambda \int_{\mathbb{R}^d} \beta(u) \left( \frac{b_0}{\gamma_1} |\nabla \Phi|^2 \right) \, dx \]

\[ \leq \|u_0\|, \]

where we used assumptions (v) and (vi). Hence, (6.5) is proved. Then, by (2.11) and (6.5), one gets (6.4), as claimed, and the lemma is proved.

Now, by (4.6) and (6.4), we have, for all \( t \geq 0 \),

\[ V(S(t)u_0) \geq -C(||S(t)u_0|| + 1)^{\alpha} \geq -C(||u_0|| + 1)^{\alpha}, \]

hence, by (4.10),

\[ \int_{0}^{\infty} \Psi(S(\sigma)u_0) \, d\sigma < \infty. \tag{6.7} \]

This implies that

\[ \omega(u_0) \subset \{ u \in D(\Psi); \, \Psi(u) = 0 \}. \tag{6.8} \]

To prove this, we shall use a modification of the argument from the proof of Theorem 4.1 in [15].

Let \( u_\infty \in \omega(u_0) \) and \( \{t_n\} \to \infty \) such that

\[ S(t_n)u_0 \to u_\infty \text{ in } L^1_{\text{loc}}. \]
Assume that $\Psi(u_\infty) > \delta > 0$ and argue from this to a contradiction. This implies that there is a bounded open subset $\mathcal{O}$ of $\mathbb{R}^d$ such that

$$\Psi_\mathcal{O}(u_\infty) > \frac{\delta}{2} > 0,$$

where $\Psi_\mathcal{O}$ is the integral for (4.7) restricted to $\Psi_\mathcal{O}$. Since $\Psi_\mathcal{O}$ is lower semi-continuous in $L^1$, it follows by (6.9) that there is a $\mu = \mu(\delta) > 0$ such that

$$\Psi_\mathcal{O}(u) \geq \frac{\delta}{4} \text{ if } |u_\infty - u_1| \leq \mu. \quad (6.10)$$

Since $S(t), t > 0,$ is a semigroup of contractions, we have

$$|S(t)u_0 - S(s)u_0| \leq \nu(|t - s|), \forall s, t \geq 0,$$

where $\nu(r) := \sup \{|S(s)u_0 - u_0|_1 : 0 \leq s \leq r\}, r > 0$. Clearly, $\nu(r) \to 0$ as $r \to 0$. By (6.11), we have

$$|S(t)u_0 - u_\infty|_1 \leq |S(t)u_0 - S(t_n)u_0|_1 + |S(t_n)u_0 - u_\infty|_1 \leq \mu,$$

for $|t - t_n| \leq \nu^{-1}\left(\frac{\mu}{2}\right), n \geq N(\mu)$, where $\nu^{-1}$ is the inverse function of $\nu$. By (6.10), this yields

$$\Psi_\mathcal{O}(S(t)u_0) \geq \frac{\delta}{4} \text{ for } |t - t_n| \leq \nu^{-1}\left(\frac{\mu}{2}\right),$$

and $n \geq N(\mu)$. But this contradicts (6.7).

(6.8) and Theorem 4.1 imply (6.2). By (6.4), we also have

$$\lim_{R \to \infty} \sup_{t \geq 0} \int_{\{t \geq R\}} S(t)u_0 \, dx = 0,$$

which implies that $\omega(u_0) = \tilde{\omega}(u_0)$ and that $|u_\infty|_1 = |u_0|_1$ by (2.12) and (2.14).

Hence (6.3) follows and thus (6.1) also holds. By Fatou’s lemma, it follows that $u_\infty \in D(V)$ and, by (5.37), (4.9) and the $L^1_{\text{loc}}$-lower semicontinuity of $V$ on balls in $\mathcal{M}$, we conclude that $u_\infty \in D_0(V)$. Now, let us check that, for $t > 0$,

$$S(t)u_\infty = u_\infty.$$

So, let $t_n \to \infty$, such that

$$\lim_{n \to \infty} S(t_n)u_0 = u_\infty.$$
Then, for all $t > 0$, by the semigroup property and the $L^1$-continuity of $S(t)$,
\[ S(t)u_\infty = \lim_{n \to \infty} S(t + t_n)u_0 \in \tilde{\omega}(u_0) = \{ u_\infty \}. \]

The last part of the assertion is obvious by (6.3).

**Corollary 6.3** Let $u_\infty$ be as in Theorem 6.1. Then
\[ |u_\infty|_\infty \leq \max \left( 1, e^{\frac{|b|_\infty}{\gamma} (\mu - 1)} \right), \]
where $\mu \in \mathbb{R}$ is as in (6.2).

**Proof.** For $g$ as above, we have that $g$ is strictly increasing and $g : (0, \infty) \to \mathbb{R}$ is bijective. Furthermore, by (4.3), we have, for $(0, \infty)$,
\[ \frac{\gamma_1}{b_0} 1_{[0,1]}(r) \log r + \frac{\gamma}{|b|_\infty} 1_{(1,\infty)}(r) \log r \leq g(r). \]

Hence, replacing $r$ by $e^{\frac{\mu}{\gamma_1} r}$, $r \leq 0$, we get
\[ g^{-1}(r) \leq e^{\frac{\mu}{\gamma_1} r}, \quad r \in (-\infty, 0], \]
and, replacing $r$ by $e^{\frac{|b|_\infty}{\gamma} r}$, $r \in (0, \infty)$, we obtain
\[ g^{-1}(r) \leq e^{\frac{|b|_\infty}{\gamma} r}, \quad r \in (0, \infty). \]

This implies, by (6.2), for all $x \in \mathbb{R}^d$,
\[ (0 <) u_\infty(x) = g^{-1}(\mu - \Phi(x)) \leq 1_{\{ \mu \leq \Phi \}}(x) e^{\frac{\mu}{\gamma_1} (\mu - \Phi(x))} + 1_{\{ \mu > \Phi \}}(x) e^{\frac{|b|_\infty}{\gamma} (\mu - \Phi(x))} \leq \max \left( 1, e^{\frac{|b|_\infty}{\gamma} (\mu - 1)} \right), \]
since $\Phi \geq 1$.

We show now that Theorem 6.1 implies the uniqueness of solutions $u^* \in \mathcal{M} \cap \mathcal{P} \cap \{ V < \infty \}$ of the stationary version of (1.1), that is, to the equation
\[ -\Delta \beta(u^*) + \text{div}(D\beta(u^*)u^*) = 0 \text{ in } \mathcal{D}'(\mathbb{R}^d). \quad (6.12) \]

We note that the set of all $u^* \in L^1(\mathbb{R}^d)$ satisfying (6.12) is just $A^{-1}(0)$. 
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Theorem 6.4 Under hypotheses (i)–(vi), there is a unique solution \( u^* \in \mathcal{M} \cap \mathcal{P} \cap \{ V < \infty \} \) to equation (6.12).

Proof. It only remains to prove the uniqueness. So, let \( u^* \in \mathcal{M}^+ \cap \mathcal{P} \cap A^{-1}(0) \). Then, by construction, \( S(t)u^* = u^*, \ \forall t \geq 0 \), in particular,

\[
\lim_{t \to \infty} S(t)u^* = u^*.
\]

So, if, in addition, \( u^* \in \{ V < \infty \} \), it follows by the above (taking \( u_0 = u^* \)) that \( u^* = u_\infty \) with \( u_\infty \) being uniquely determined by

\[
\int_{\mathbb{R}^d} u^\ast(x)dx = 1.
\]

Theorem 6.5 Let \( X^i(t), t \geq 0, i = 1, 2, \) be two stationary nonlinear distorted Brownian motions, i.e., both satisfy (1.5) with \( (\mathcal{F}_t^i) \)-Wiener processes \( W^i(t), t \geq 0, \) on probability spaces \( (\Omega^i, \mathcal{F}^i, \mathbb{P}^i) \) equipped with normal filtrations \( \mathcal{F}_t^i, t \geq 0, \) with \( \mathbb{P}^i \circ (X^i)^{-1} = u^i dx, \) and \( u(t,x) \) in (1.5) replaced by \( u^i_\infty(x) \) for \( i = 1, 2, \) respectively. Assume that \( u^i_\infty \in \mathcal{M} \cap \{ V < \infty \}, \ i = 1, 2. \) Then

\[
\mathbb{P}^i \circ (X^1)^{-1} = \mathbb{P}^i \circ (X^2)^{-1},
\]

i.e., we have uniqueness in law of nonlinear stationary Brownian motions with stationary measures in \( \mathcal{M} \cap \{ V < \infty \} \).

Proof. By Itô’s formula, both \( u^1_\infty \) and \( u^2_\infty \) satisfy (6.12). Hence, by Theorem 6.4, we have \( u^1_\infty = u^2_\infty = u_\infty \). Fix \( T > 0 \) and let

\[
\Phi(r) := \frac{\beta(r)}{r}, \ r \in \mathbb{R}.
\]

Then Theorem 3.1 in [5] implies that, for each \( s \in [0,T] \) and each \( v_0 \in L^1 \cap L^\infty \), there is at most one solution \( v = v(t,x), t \in [s,T], \) to

\[
v_t - \Delta(\Phi(u_\infty)v) + \text{div}(Db(u_\infty)v) = 0 \text{ in } \mathcal{D}'((0,T) \times \mathbb{R}^d),
\]

\[
v(0,\cdot) = v_0,
\]

such that \( v \in L^\infty((s,T) \times \mathbb{R}^d) \) and \( t \mapsto v(t,x)dx, t \in [s,T] \) is narrowly continuous. But \( u_\infty \), the time marginal law of \( X^i \) under \( \mathbb{P}^i, i = 1, 2, \) is such a solution with \( v_0 = u_\infty \), since \( u_\infty \in L^\infty \) by Corollary 6.3. Hence, Lemma 2.12 in [17] implies the assertion, since by Itô’s formula \( \mathbb{P}^i \circ (X^i)^{-1}, i = 1, 2, \) both satisfy the martingale problem for the Kolmogorov operator

\[
L_{u_\infty} = \Phi(u_\infty)\Delta + b(u_\infty)D \cdot \nabla.
\]
Remark 6.6 By [4], a stationary nonlinear distorted Brownian motion as above always exists under the assumptions in this section.
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