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1 Introduction and the main results

It is a common phenomenon in the construction of Markov processes in infinite dimensions, say on a separable $\mathbb{R}$-Hilbert space $H$ (be it through solving a martingale problem or an SDE on $H$, e.g. an SPDE of evolution type) that one has to restrict the set of "allowed" starting points. This in part is due to the fact of non-existence of fundamental solutions (heat kernels) for the corresponding generating Kolmogorov operators or the singular behavior of the heat kernel when $t \to 0$, if it exists. Such a situation one encounters, in particular, when constructing Markov processes starting from (generalized) Dirichlet forms (see Subsection 1.3 below), but also when one tries to construct solutions to SDEs, e.g. stochastic diffusion equations. In fact, even knowing in advance that the corresponding resolvent is (Lipschitz) strong Feller or moreover with corresponding transition semigroup being (Lipschitz) strong Feller, such a situation can occur. A surprising
fact is that in the latter case there is a simple counter example on $\mathbb{R} \setminus \{0\}$ where the strong Feller property of the transition semigroup does not guarantee that one can solve the corresponding martingale problem for any starting point (see Corollary 3.16 from Appendix).

Examples in infinite dimensions where ”bad” starting points occur are discussed in [DaRö 02], [DaRö 09], [DaRöWa 09], [DaFlPrRö 13], [DaFlPrRö 13], [DaFlRöVe 16]. More precisely, the solutions to the SDEs therein considered were constructed for all starting points except an abstract (though negligible) set of ’bad’ starting points. To avoid any confusion, we would like to draw the attention that although the main result from [DaRö 02] claims the existence of the associated diffusion process from all starting points, there is a small gap which was treated afterward in [DaRö 09]. In this regard, the question of existence (and uniqueness) of solutions which are allowed to start from such 'bad' points remained open, and the main goal of this work is to answer to this question. Concretely, in Theorems 1.3 and 1.6 we show that the solutions obtained in the aforementioned papers can be extended to Lipschitz strong Feller diffusions on the entire space of starting points, in a unique natural way, so that the associated martingale problems are solved for some class of test functions. Moreover, we show that when the extended diffusions start from a ”bad” point, they become solutions in the classical sense for the corresponding SDEs, after any strictly positive moment of time. It seems that in most general situations this is the best result one could possibly expect. We call this procedure ”natural extension”.

We want to stress that our ”natural extension” to the set of ”bad” starting points is completely different from the usual one, called trivial extension, where the Markov process is made stuck for bad starting points. In the latter case, the process has no relation to the corresponding SDE or martingale problem when started at such a bad point, while in our case the process immediately enters the set of ”good” points (see the beginning of Subsection 1.3 for more details). Concerning other previously known extension techniques, let us mention the method of ”generalized solutions” from [DaZa 14], Subsection 7.2.4. (see also [Ge 14]), where a pathwise extension is performed for the solution of an SDE with continuous and dissipative drift, which is constructed at a first stage on a smaller space. Even in this situation, when starting from a bad point, the so extended process is not always associated to a corresponding SDE. In this paper, when we apply our extension to an SDE, the drift consists of a singular dissipative part and a merely bounded part, so that the above extension can not be applied; nevertheless, when there is no bounded part, we make use of such an extension (see Subsection 1.1). In contrast, our natural extension enjoys a smoothing-type effect, in the sense that when it starts from a bad point, it will immediately enter the set of good points, where it remains for the rest of time. In potential theoretical words, the set of bad starting points is polar. Due to this behaviour, we are able to show that the so extended Markov process solves the corresponding SDE after any infinitesimally small time $t > 0$.

Because the present framework is infinite dimensional, our strategy to obtain the desired extensions is a potential theoretical one, and it turns out to provide a general natural way of extending the state space of a Markov process which at a first stage is constructed on a smaller space (see Theorem 1.11). The extension is based on a Ray type completion of the state space of a right Markov process as developed in [BeRö 11a] and [BeBo 04a].

The rest of the paper is structured as follows. In the remaining of this section we
motivate and state our main results, organizing them in three subsections: in Subsection 1.1 we recall the SDEs under consideration together with several previously known results which are needed in this paper; then we present our new results (Theorems 1.3 and 1.6) which answer to the problem of the 'bad' starting points. Subsection 1.2 is devoted to a general result (Theorem 1.11) which is of self interest, concerning the extension of the state space of a Markov process, where most of the potential theoretical techniques occur. We emphasize that the main result of this subsection is the key instrument used to prove the results of the first subsection. In Subsection 1.3, as an other application of the abstract results from Subsection 1.2, we offer a possible strategy of constructing right processes from Dirichlet forms, so that they can start in a natural way from all points of the state space, thus avoiding the trivial modification which is usually performed (see Corollary 1.22).

Section 2 contains the proofs of the results stated in Section 1, and it is again organized in three subsections, corresponding to those from Section 1.

Finally, in Appendix we give an overview of right processes and their potential theory, where one of the aims is to explain carefully the role of different topologies like the fine topology and its natural topologies, which are frequently encountered within the main body of the paper. Therefore, our recommendation to the reader who is particularly interested in Subsection 1.2 and the details of the proofs in Section 2, is to start with the Appendix.

1.1 Stochastic equations in Hilbert spaces with nonregular drifts.

We place ourselves into the framework of the papers [DaRö 02], [DaRöWa 09], and [DaFlRöVe 16]. More precisely, let $(H, \langle \cdot, \cdot \rangle)$ be a real separable Hilbert space (with norm $|\cdot|$) and consider the stochastic differential equation

$$\begin{cases}
dX(t) = (AX(t) + F_0(X(t)) + B(X(t)))dt + \sigma dW(t) \\
X(0) = x \in H,
\end{cases}$$

(1.1)

where $W$ is an $H$-valued cylindrical Wiener process on some probability space.

Concerning the coefficients appearing in (1.1), the following two hypotheses will be in force for the rest of the paper.

Hypothesis 1.

(i) $A : D(A) \subset H \to H$ is a self-adjoint linear operator which generates a $C_0$-semigroup $T_t = e^{tA}$ on $H$, and there exists $\omega \in \mathbb{R}$ such that

$$\langle Ax, x \rangle \leq \omega |x|^2 \quad \text{for all } x \in D(A).$$

(ii) $\sigma$ is symmetric and positive definite such that $\sigma^{-1} \in L(H)$ (for simplicity one may assume that $\sigma = Id$) and for some $\alpha > 0$

$$\int_0^\infty (1 + t^{-\alpha})|T_t|_{\text{HS}}^2 dt < \infty,$$

where $|\cdot|_{\text{HS}}$ denotes the Hilbert-Schmidt norm.
(iii) $F_0$ is a nonlinear mapping given by

$$F_0(x) := \arg\min_{y \in F(x)} |y|, \quad x \in D(F),$$

where $F : D(F) \subset H \to 2^H$ is an $m$-dissipative mapping.

(iv) $B : H \to H$ is bounded and measurable.

If $B \equiv 0$, the Kolmogorov operator associated to (1.1) is

$$L_0\varphi = \frac{1}{2} \text{Tr}[\sigma^2 D^2 \varphi] + \langle x, AD \varphi \rangle + \langle F_0, D \varphi \rangle, \quad \varphi \in \mathcal{E}_A(H),$$

where $\mathcal{E}_A(H)$ is the linear space generated by the (real parts of) functions of type $\varphi(x) = \exp\{i \langle x, h \rangle\}$ with $h \in D(A)$.

**Hypothesis 2.** There exists a Borel probability measure $\nu$ on $H$ such that

1. $\int_{D(F)} (1 + |x|^4)(1 + |F_0(x)|^2) \nu(dx) < \infty$.
2. $L_0(\mathcal{E}_A(H)) \subset L^2(H, \nu)$ and
   $$\int_H L_0\varphi \, d\nu = 0 \quad \text{for all } \varphi \in \mathcal{E}_A(H).$$
3. $\nu(D(F)) = 1$.

For an exposition of concrete examples when the previous two hypotheses are fulfilled, we refer to [DaRö 02], [DaRöWa 09], and [DaFlRöVe 16].

Let $H_0 := \text{supp}(\nu)$ and $\text{Lip}_b(H_0)$ denote the space of all bounded Lipschitz functions on $H_0$. By $b\mathcal{B}(H_0)$ we denote the space of all bounded and measurable functions from $H_0$ to $\mathbb{R}$; this notation will be later used for other spaces instead of $H_0$, with the same meaning.

We summarize now some of the main results from [DaRö 02] and [DaRöWa 09] which we particularly rely on, more precisely (parts of) Theorem 2.3, Proposition 5.2, corollaries 5.3 and 5.4, and respectively Theorem 1.6 and Corollary 1.7.

**Theorem 1.1.** The following assertions hold.

1. (cf. [DaRö 02]) $(L_0, \mathcal{E}_A(H))$ is closable on $L^2(H, \nu)$, its closure denoted by $(L, D(L))$ is $m$-dissipative and:
   
   (i.1) there exists a Lipschitz strong Feller Markovian semigroup of kernels on $H_0$ denoted by $(P_t)_{t \geq 0}$ such that $\lim_{t \to 0} P_t f = f$ pointwise on $H_0$ for all $f \in \text{Lip}_b(H_0)$; by (Lipschitz) strong Feller we mean $P_t(b\mathcal{B}(H_0)) \subset C_b(H_0)$ (resp. $\text{Lip}_b(H_0)$).
   
   (i.2) $\nu$ is invariant for $(P_t)_{t \geq 0}$ and the extension of $(P_t)_{t \geq 0}$ to $L^2(\nu)$ is the strongly continuous semigroup generated by $L$. 
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(ii) (cf. [DaRöWa 09]) ν satisfying Hypothesis 2 is unique, $P_t(L^q(H,\nu)) \subset C(H_0)$, and the following Harnack inequality holds

$$(P_t f(x))^q \leq P_t f^q(y)e^{\frac{|s^{-1}|^2}{(q-1)(1-e^{-2\omega t})}}$$

for all $f \geq 0, t > 0, q \in (1, \infty), x, y \in H_0$.

**Remark 1.2.**  
(i) Hypothesis 1, (ii) implies that $\text{tr}(A^{-1}) < \infty$, and because Hypothesis 2 is in force, we can apply [BoDaRo 96], Theorem 1.1 to deduce that $\nu << \mathcal{N}(0, \frac{1}{2} A^{-1})$. This will be useful later to prove Itô formula for Lipschitz functions; see Proposition 2.6.

(ii) Let $\mathcal{F}^2_b$ denote the space of functions of type $\phi(\varphi_1, \ldots, \varphi_k)$ for all $k \geq 1$ and bounded functions $\phi : \mathbb{R}^k \to \mathbb{R}$ with continuous and bounded first and second derivatives, where $\varphi_k$ are defined in the proof of Theorem 1.3. Then by Proposition 3.3 from [DaFlRöVe 16], we have that $\mathcal{F}^2_b$ is a core for $(L, D(L))$.

Let us take a moment to explain briefly the strategy used in the above mentioned papers in order to construct solutions for equation (1.1), so that we will have a clear context which leads us to the main goal of the present work. Consider first the case $B \equiv 0$, as in [DaRö 02] and [DaRöWa 09]. The idea is to show that the operator $(L, D(L))$ fits in the framework of [St 99b] (or more particularly [St 99a]), i.e. it is the generator of a quasi-regular local generalized Dirichlet form, so that there exist a set $M \in \mathcal{B}(H_0)$ s.t. $\nu(H_0 \setminus M) = 0$ and a conservative normal strong Markov process with continuous paths on $M$ whose transition function is precisely the restriction to $M$ of $(P_t)_{t \geq 0}$. This process is then shown to satisfy the martingale problem for the canonical projections on the directions given by an orthonormal basis which diagonalize $A - \omega \text{Id}$ for some $\omega > 0$. In fact, it is shown that the corresponding martingales are standard real valued Brownian motions, which means that the constructed Markov diffusion is a weak solution for (1.1), case $B \equiv 0$. Then, based on the Yamada-Watanabe type results from [On 04], pathwise uniqueness and hence the existence of strong solutions are obtained. The strong Feller properties and Wang’s Harnack inequalities are obtained by an approximation technique which regularize $F_0$ by convolution with infinite dimensional Gaussian semigroups. The case when $B$ is bounded and measurable is treated in [DaFlRöVe 16], but $F_0$ is restricted to be the sub-gradient of a convex function. In this case, the existence of a solution is ensured by a Girsanov transformation performed on the solution of (1.1) for $B \equiv 0$, but again, we stress out that this is possible only on the smaller set $M$. Pathwise uniqueness is then obtained by an infinite dimensional Zvonkin-type transformation.

**Main goal.** Our central concern in this paper is to deal with the ‘bad’ starting points from $H_0 \setminus M$. More precisely, the aim is the following: first, show that there exists a Lipschitz strong Feller diffusion Markov process on the entire space $H_0$ with transition function $(P_t)_{t \geq 0}$, which solves the associated martingale problem for all starting points $x \in H_0$; second, investigate if the extended Markov process starting from a bad ‘point’ remains a classical solution for the SDE (1.1).

We will split the study in two, the case when $B \equiv 0$ and the case when $B$ is bounded and measurable, but before that, let us point out that the first part of the main goal can
be extracted and treated as a general extension problem of the state space of a Markov process, which is of self interest:

**A general extension problem.** Let \( \mathcal{U} := (U_\alpha)_{\alpha > 0} \) be the Markovian resolvent of kernels associated with \((P_t)_{t \geq 0}\):

\[
U_\alpha f := \int_0^\infty e^{-\alpha t} P_t f dt \quad \text{for all} \quad f \in \mathcal{B}(H_0).
\]

Forgetting that we deal with SDEs on Hilbert spaces but keeping in mind that \( M \) plays the role of the set of ‘good’ starting points, we place ourselves in the following abstract situation: we are given a Markovian resolvent of kernels \( U \) on a set \( E \), and a subset \( M \subset \mathcal{B}(H_0) \) for which \( U_\alpha(1_{E \setminus M}) \equiv 0, \alpha > 0, \) so that the restriction of \( U \) from \( E \) to \( M \) is the resolvent of a normal strong Markov process with right continuous (or continuous) paths on \( M \). Is it possible to extend this process to the entire \( E \) so that it has resolvent \( U \), and hopefully having the property that if it starts from a point \( x \in E \setminus M \), it will immediately enter \( M \)? We treat this abstract problem in detail in Subsection 1.2.

Now we can present the main results concerning equation (1.1). For the potential theoretical notions that appear in the sequel (like right process or polar set) we refer to Appendix.

**Theorem 1.3.** Assume that \( B \equiv 0 \) and keep all the notations from Theorem 1.1. Then the following assertions hold.

(i) There exists a set \( M \subset H_0 \) such that \( H_0 \setminus M \) is polar and for each \( x \in M \) there exists a pathwise unique continuous strong solution for equation (1.1) starting from \( x \). Moreover, if \( x \in H_0 \setminus M \) then there exists a generalized solution starting from \( x \), in the sense of [DaZa 14], Subsection 7.2.4.

(ii) There exists a conservative right (strong) Markov process \( X = (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, (X(t))_{t \geq 0}, (\theta(t))_{t \geq 0}, (\mathbb{P}^x)_{x \in H_0}) \) on \( H_0 \) with \( |\cdot| \)-continuous paths and transition function \((P_t)_{t \geq 0}\). In addition, the following assertions hold:

(iii.1) For all \( x \in H_0 \) we have \( \mathbb{P}^x(X(t) \in M \text{ for all } t > 0) = 1 \), where \( M \) is the set from (i).

(iii.2) For every \( x \in H_0, \mathbb{P}^x \) solves the martingale problem for \( L \) with test function space

\[
D_0 := \{\varphi \in D(L) \cap C_b(H) \mid L\varphi \in L^\infty(H, \nu)\}
\]

and initial condition \( x \), i.e. \( \mathbb{P}^x \)-a.s. \( X(0) = x \) and

\[
\varphi(X(t)) - \varphi(X(0)) - \int_0^t L\varphi(X(s))ds, \quad t \geq 0,
\]

is a continuous \((\mathcal{F}_t)\)-martingale for all \( \varphi \in D_0 \).

(iii.3) If \( x \in H_0 \setminus M \) and \( \varepsilon > 0 \) is arbitrarily fixed, then under \( \mathbb{P}^x \) it holds that \((X(t + \varepsilon))_{t \geq 0}\) is a solution to equation (1.1) (in the sense of [On 04]) starting from \( X(\varepsilon) \).

(iii) If \( x \in H_0 \setminus M \) and \( \varepsilon > 0 \) is arbitrarily fixed, then equation (1.1) has a pathwise unique continuous strong solution with initial distribution \( \mathbb{P}^x \circ X(\varepsilon)^{-1} \).
The case when $B$ is bounded. We keep the same notations as before. In order to study equation (1.1) when $B$ is bounded, the strategy is to use the Girsanov transformation for all starting points $x \in H_0$, which is not straightforward at all for $x \in H_0 \setminus M$ (see remarks 1.4 and 2.3 below). It turns out that in order to handle the 'bad' starting points, it is more suitable to perform the Girsanov transformation on the generalized solution of (1.1), case $B \equiv 0$, instead of the canonical right process $X$ given by Theorem 1.3, (ii). So let us fix a cylindrical Wiener process $\tilde{W}$ on a stochastic basis $(\tilde{\Omega}, \tilde{\mathcal{F}}, (\tilde{\mathcal{F}})_t, \tilde{\mathbb{P}})$, and take $(X^x(t))_{t \geq 0}$ to be the generalized solution given by Theorem 1.3; note that it is obtained as a pathwise extension by continuity of the classical (strong) solution from $M$ to $H_0$ (see the proof of Theorem 1.3). For each $t > 0$, we define the Markov kernels

$$Q_t f(x) := \mathbb{E}^{\tilde{\mathbb{P}}}_x \{ f(X^x(t)) \rho^x_t \}$$

(1.4)

for all $f \in b\mathcal{B}(H_0)$ and $x \in H_0$, where

$$\rho^x_t := e^{\int_0^t \langle B(X^x(s)) d\tilde{W}(s) \rangle - \frac{1}{2} \int_0^t |B|^2(X^x(s)) ds}$$

(1.5)

are continuous $\tilde{\mathcal{F}}_t$-martingales by Novikov criteria.

Remark 1.4. If $x \in M$, then by an infinite dimensional Girsanov transform (see [LiRö 15], Appendix I) we get that $(X^x(t))_{t \in [0, T]}$ is a solution for equation (1.1) starting at $x$ under $dQ_T := \rho^x_T d\mathbb{P}$, which is unique in law. However, this transformation can not be applied in the standard way if $x \in H_0 \setminus M$, because we don’t know if $(X^x(t))_{t \in [0, T]}$ is a classical solution for (1.1), case $B \equiv 0$; however, it becomes a solution after each time $\varepsilon > 0$, as in Theorem 1.3, (ii.3), so we could apply Girsanov transform to obtain solutions for (1.1) after each time $\varepsilon > 0$ under some new probabilities $Q^{x, \varepsilon}_T$; but it is not clear how $(Q^{x, \varepsilon}_T)_{T, \varepsilon}$ can be superposed to obtain a global probability $Q^x$ under which $(X^x(t))_{t \geq 0}$ becomes a continuous normal Markov solution for (1.1). Instead, the kernels $Q_t(\cdot, x)$ given by (1.4) make sense for all $x \in H_0$, and our aim is to show that there exists a continuous normal strong Markov process $Y$ on $H_0$, with transition function $(Q_t)_{t \geq 0}$ and Lipschitz strong Feller resolvent. The strategy adopted in Subsection 2.3 is to make use of Theorem 1.11 (or its corollaries) and a resolvent formula (see Theorem 1.3 below), in order to obtain concurrently both the existence and the Lipschitz strong Feller property.

Recall that by [DaPFLRoVe 16], Lemma 3.7, if $\alpha \geq 4\pi |B|^2_{\infty}$, then both

$$\langle B, \nabla U_\alpha \rangle, (I - \langle B, \nabla U_{\alpha} \rangle)^{-1} : L^\infty(H, \nu) \rightarrow L^\infty(H, \nu)$$

(1.6)

are well defined bounded operators with norms less then 2, and

$$|U_\alpha(I - \langle B, \nabla U_{\alpha} \rangle)^{-1} f|_{Lip} \leq 2 \sqrt{\frac{\pi}{\alpha}} |f|_{\infty}. \quad (1.7)$$

Further, we denote by $\mathcal{V} := (V_\alpha)_{\alpha > 0}$ the resolvent of kernels associated to $(Q_t)_{t \geq 0}$, i.e. for $\alpha > 0$ and $f \in b\mathcal{B}(H_0)$

$$V_\alpha f(x) := \int_0^\infty e^{-\alpha t} Q_t f(x) dt, \quad x \in H_0.$$  

(1.8)
Our last main result heavily relies on the following relation between the resolvents \( U \) and \( V \), which could be itself of interest. We emphasize that (1.9) is not hard to prove \( \nu \text{-a.s.} \) by an operatorial approach, as it was done in [DaFlRöVe 16], Proposition 3.8; however, we need it pointwise on the entire \( H_0 \), and to do this we had to come up with a completely different proof, based on the Itô formula for Lipschitz functions obtained in Proposition 2.6.

**Theorem 1.5.** If \( \alpha \geq 4\pi|B|_\infty^2 \) and \( f \in bB(H_0) \), then

\[
V_\alpha f = U_\alpha (I - \langle B, \nabla U_\alpha \rangle)^{-1} f. \tag{1.9}
\]

In particular, \( |V_\alpha f|_{\text{Lip}} \leq 2\sqrt{\frac{\pi}{\alpha}}|f|_\infty \) and \( V \) is Lipschitz strong Feller.

Since \( B \not\equiv 0 \), the Kolmogorov operator associated to (1.1) is now

\[
L_B^0 \varphi = L_0^0 \varphi + \langle B, D\varphi \rangle, \quad \varphi \in \mathcal{E}_A(H).
\]

We can conclude now:

**Theorem 1.6.** There exists a conservative right Markov process \( Y = (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, (Y(t))_{t \geq 0}, (\theta(t))_{t \geq 0}, (Q_x)_{x \in H_0}) \) on \( H_0 \) with a.s. \( |\cdot| \)-continuous paths, transition function \( (Q_t)_{t \geq 0} \), and Lipschitz strong Feller resolvent \( V \). In addition, the following assertions hold:

(i) \( (Q_t)_{t \geq 0} \) extends to a strongly continuous semigroup on \( L^2(\nu) \), whose infinitesimal generator \( (L_B^0, D(L_B^0)) \) is the closure of \( (L_0^0, \mathcal{E}_A(H)) \); in particular, \( D(L_B^0) = D(L) \).

(ii) For every \( x \in H_0 \), \( Q_x \) solves the martingale problem for \( L_B^0 \) with the same test function space as in Theorem 1.3 and initial condition \( x \), i.e. \( Y(0) = x \) \( Q_x \)-a.s. and under \( Q_x \)

\[
\varphi(Y(t)) - \varphi(Y(0)) - \int_0^t L_B \varphi(Y(s))ds, \quad t \geq 0,
\]

is a continuous \( (\mathcal{F}_t) \)-martingale for all \( \varphi \in D_0 \).

(iii) If \( x \in M \), then under \( Q_x^z \), the Markov process \( Y \) is a (unique in law) weak solution for equation (1.1), which remains in \( M \).

(iv) If \( x \in H_0 \setminus M \) and \( \varepsilon > 0 \) is arbitrarily fixed, then under \( Q_x^z \) we have that \( (Y(t+\varepsilon))_{t \geq 0} \) is a solution to equation (1.1) (in the sense of [On 04]) starting from \( Y(\varepsilon) \).

**Remark 1.7.** Since on \( M \) the process \( Y \) is a weak solution for (1.1), case \( B \not\equiv 0 \), one can easily see that the Itô formula from Proposition 2.6 remains valid for \( L \) replaced by \( L_B^0 \).

### 1.2 A natural extension of Markov processes

Throughout this subsection we place ourselves in the following general situation: \((E, \mathcal{B})\) is a Lusin measurable space (i.e., it is measurable isomorphic to a Borel subset of a metrizable compact space endowed with the Borel \( \sigma \)-algebra), and \( M \in \mathcal{B} \) is a subset of \( E \). Further, we assume that there exists a right Markov process \( X = (\Omega, \mathcal{F}, \mathcal{F}_t, X(t), \theta(t), \mathbb{P}^x) \)
with state space $M$ and resolvent family $\mathcal{U} = (U_\alpha)_{\alpha > 0}$. In particular, the process $X$ starts and remains in $M$. We remark that no topology is a priori given on $E$. This is because the resolvent $\mathcal{U}$ comes with its own topology, the so-called fine topology, and the continuity properties of the paths of $X$ are regarded w.r.t. this topology; the reason is that if a right process has right continuous paths with respect to some given Lusin topology $\tau$ whose Borel $\sigma$-algebra is $\mathcal{B}$, then $\tau$ is automatically coarser than the fine topology (see Appendix for details). For simplicity and in spite of the applications considered in the previous subsection, we assume that the lifetime of the process is infinite; nevertheless, the results of this subsection remain true when $X$ has finite lifetime. Our aim here is to extend $X$ to a right Markov process $\overline{X}$ on the entire space $E$ in such a way that when $\overline{X}$ starts from $M$ it evolves like $X$, and when it starts from $E \setminus M$ it will immediately enter $M$, from where it continues to evolve like $X$. Formally, we have the following definition, which is central for most of the work done in this paper.

**Definition 1.8.** We say that a Markov process $\overline{X} = (\overline{\Omega}, \overline{\mathcal{F}}, \overline{\mathcal{F}}_t, \overline{X}(t), \overline{\theta}(t), \overline{\mathbb{P}}^x)$, with state space $E$, is a natural extension of $X$ if the following conditions are fulfilled.

(i) $\overline{X}$ is a right process.

(ii) The processes $((X(t))_{t \geq 0}, \mathbb{P}^x)$ and $((\overline{X}(t))_{t \geq 0}, \overline{\mathbb{P}}^x)$ are equal in distribution for all $x \in M$;

(iii) For every $x \in E$ one has $\overline{\mathbb{P}}^x$-a.s. $\overline{X}(t) \in M$ for all $t > 0$, i.e. $E \setminus M$ is polar w.r.t. $\mathcal{U}$.

As it will be seen in the proofs of the main results from the previous subsection, a direct pathwise extension is not always possible; instead, it is much more at hand to extend the one-dimensional distributions of the process. In fact, from a potential theoretical point of view (see Appendix), what we need is an extension of the resolvent, in the following sense.

**Definition 1.9.** A sub-Markovian resolvent of kernels $\overline{\mathcal{U}} := (\overline{U}_\alpha)_{\alpha > 0}$ on $E$ is called an extension of $\mathcal{U}$ if:

(i) $\overline{U}_\alpha(1_{E \setminus M}) = 0$.

(ii) $(\overline{U}_\alpha f)|_M = U_\alpha(f|_M)$ (on $M$) for all $\alpha > 0$ and $f \in b\mathcal{B}$.

It is easy to see that Definition 1.9 is consistent with Definition 1.8. More precisely, we have:

**Proposition 1.10.** If $\overline{X}$ is a natural extension of $X$, then its resolvent denoted by $\overline{\mathcal{U}}$ is an extension of $\mathcal{U}$.

The aim of this subsection is to investigate the converse of Proposition 1.10, namely: if $\overline{\mathcal{U}}$ is an extension of $\mathcal{U}$, under which conditions $\overline{\mathcal{U}}$ is the resolvent of a natural extension $\overline{X}$ of $X$? To answer this question, we need to consider the following condition which is a version of the assumption (H1) – (H3) from [BeRö 11a], page 846.

**(H)** There exists a min-stable convex cone $C \subset b\mathcal{P}\mathcal{B}$ such that
(i) \( 1 \in \mathcal{C} \) and \( \sigma(\mathcal{C}) = \mathcal{B} \).

(ii) For some (hence all) \( \beta > 0 \) we have \( \mathcal{U}_\beta f \in \mathcal{C} \) for all \( f \in \mathcal{C} \).

(iii) \( \lim_{\alpha \to \infty} \alpha \mathcal{U}_\alpha f = f \) point-wise on \( E \) for all \( f \in \mathcal{C} \).

We are now in the position to present the main result of this subsection.

**Theorem 1.11.** Let \( \mathcal{U} \) be an extension of \( \mathcal{U} \). Then there exists a natural extension \( \mathcal{X} \) of \( X \), with resolvent \( \mathcal{U} \), if and only if (H) is satisfied.

A consequence of (the proof of) the previous theorem is that any natural extension of \( X \), if exists, is unique in distribution:

**Corollary 1.12.** Any extension \( \mathcal{U} \) of \( \mathcal{U} \) which satisfies (H), is uniquely determined. In particular, any natural extension of \( X \) is unique in distribution.

**Further results concerning natural topologies.** Until the next paragraph on general remarks about condition (H), we assume that the latter is fulfilled, so that \( \mathcal{U} \) is the resolvent of a right Markov process \( \mathcal{X} \) on \( E \), which is a natural extension of \( X \), as in Theorem 1.11. In addition, we suppose that we are given a Lusin topology \( \tau \) on \( E \), whose Borel \( \sigma \)-algebra coincides with \( \mathcal{B} \), such that \( X \) has a.s. right continuous paths w.r.t. \( \tau \). By Definition 3.1, Theorem 3.9, and Corollary 3.10 from Appendix, it means that \( \tau \) is a natural topology on \( M \) w.r.t. \( \mathcal{U} \).

Unfortunately, we can not say that \( \tau \) remains a natural topology on \( E \) w.r.t. \( \mathcal{U} \), without further assumptions. Nevertheless, at least on \( M \), we can show that \( \mathcal{X} \) inherits the same path-continuity properties as \( X \). In fact, because \( E \setminus M \) is polar, we can say a little bit more:

**Proposition 1.13.** The following assertions hold.

(i) The paths \( (0, \infty) \ni t \mapsto \mathcal{X}(t) \) are \( \mathbb{P}^x \)-a.s. right continuous w.r.t. \( \tau \), for all \( x \in E \); in addition, if \( x \in M \), then the paths are continuous in 0 w.r.t. \( \tau \).

(ii) If \( X \) has paths with left limits in \( M \) (or \( E \)) w.r.t. \( \tau \), then so does \( \mathcal{X} \).

(iii) If \( X \) has continuous trajectories on \( M \), then the paths \( (0, \infty) \ni t \mapsto \mathcal{X}(t) \) are \( \mathbb{P}^x \)-a.s. continuous w.r.t. \( \tau \), for all \( x \in E \).

In view of Proposition 1.13, if \( x \in E \setminus M \), the \( \mathbb{P}^x \)-a.s. \( \tau \)-continuity in 0 of the paths of \( \mathcal{X} \) is a more delicate issue, which requires more information about how the fine topology is related to the given topology \( \tau \). Our next aim is to discuss some general conditions which allow us to tackle this issue. However, because of their generality, in certain concrete applications like those studied in Subsection 1.1 (where \( \tau \) is the \( | \cdot | \)-topology), one has to use specific tools in order to show that \( \tau \) is a natural topology. Throughout, \( C_b(E) \) denotes the space of real valued, bounded and \( \tau \)-continuous functions on \( E \).

First of all, under a minimal extra condition, we can say a bit more on how \( \tau \) can be related, in general, to the fine topology associated to \( \mathcal{U} \).
Proposition 1.14. In addition to (H), assume that there exists a vector lattice $\mathcal{C}' \subset \mathcal{B}$ possessing a countable subset which separates the points of $E$, such that $\overline{U}_\alpha \mathcal{C}' \subset C_b(E)$ for all $\alpha > 0$. Then one can choose a natural (in fact, Ray) topology $\tau_0$ on $E$ (w.r.t. $\overline{U}$) which is smaller than the given topology $\tau$.

Concerning the case when $\tau$ itself is a natural topology, we make first the following observation.

Remark 1.15. Assume that $\lim_{\alpha \to \infty} \|\alpha \overline{U} f - f\|_\infty = 0$ for all $f \in \mathcal{C}$, where $\mathcal{C} \subset C_b(E)$ is such that it generates the topology $\tau$ on $E$. Then $\tau$ is a natural topology on $E$.

Unfortunately, the uniform convergence assumption from Remark 1.15 is difficult to check in many situations, even in finite dimensions. We therefore turn our attention to a more practical situation:

Assumption. There exists a positive measure $\nu$ on $E$, with full support, and $\overline{U}$ regarded as a family of operators on $L^p(\nu)$ for some $1 \leq p < \infty$, is the resolvent of an $m$-dissipative operator $(L, D(L))$ on $L^p(\nu)$. In addition, suppose that $\overline{U}$ is $L^p$-strong Feller, i.e. $\overline{U}_\alpha(L^p(\nu)) \subset C(E)$ for one (hence all) $\alpha > 0$.

Remark 1.16. Under the above assumption, since $D(L) = \overline{U}_\alpha(L^p(E))$, $\alpha > 0$, it is clear that any element $f \in D(L)$ has a continuous version on $E$.

Proposition 1.17. Consider that the above assumption is fulfilled. Then each function $f \in C(E) \cap D(L)$ is finely continuous. In particular, if $\mathcal{A}$ is a countable subset of functions from $C(E) \cap D(L)$ which separates the points of $E$, then the (initial) topology generated by $\mathcal{A}$ is a natural topology.

General remarks on condition (H).

Remark 1.18. Let $\overline{U}$ be an extension of $U$.

(i) By Lusin theorem, if $\mathcal{C} \subset \mathcal{B}$ contains a countable subset which separates the points of $E$, then $\sigma(\mathcal{C}) = \mathcal{B}$; in this case, condition (H), (i) reduces to $1 \in \mathcal{C}$.

(ii) If $\mathcal{C} \subset C_b(E)$ is a min-stable convex cone and $\overline{U}$ is Feller, then condition (H), (ii) becomes: for some $\beta > 0$ one has $U_\beta(\mathcal{C}|_M) \subset \mathcal{C}|_M$.

(iii) If (H) holds, $\overline{U}_\alpha(\mathcal{C}) \subset C_b(E)$ for all $\alpha > 0$, and $\alpha U_\alpha(f|_M) \to f$ uniformly on $M$ when $\alpha \to \infty$ for all $f \in \mathcal{C}$, then $\mathcal{C} \subset C_b(E)$. Indeed, observe first that if a sequence $(x_n)_n \subset M$ is converging to $x \in E$, then $\lim \overline{f}(x_n) = \overline{f}(x)$ if $f \in \mathcal{C}$:

$$|f(x) - f(x_n)| \leq |f(x) - f_k(x)| + |f_k(x) - f_k(x_n)| + |f_k(x_n) - f(x_n)|,$$

where $f_k := k \overline{U}_k(f|_M)$, and by the uniformly convergence assumption, there exists $k_0 \in \mathbb{N}$ such that if $k \geq k_0$ then $|f_k(x_n) - f(x_n)| < \varepsilon$ for all $n$. To conclude that $f$ is a continuous function on $E = \overline{M}$, we can argue now as in the proof of Remark 1.1 from [Be 11].
(iv) Let \( A \) be the closure in the supremum norm of the linear space spanned by \( b\mathcal{E}(\overline{U}_\beta) \). If \( \mathcal{C} \subset A \), then condition (H), (iii) holds. Note that \( \mathcal{C} \subset A \) provided that
\[
\lim_{\alpha \to \infty} \|\alpha \overline{U}_\alpha (f|_M) - f\|_\infty = 0 \quad \text{for all } f \in \mathcal{C}.
\]

**Lemma 1.19.** Assume that \( \overline{U} \) is an extension of \( U \), and that (H),(ii) is satisfied. If \( \mathcal{C} \subset C_b(E) \) and there exist \( \beta \geq 0 \) such that for each \( f \in \mathcal{C} \) the family \( (\alpha \overline{U}_{\alpha+\beta} f)_{\alpha>0} \) is equicontinuous on \( E \), then (H),(iii) holds.

A typical situation when (H) is automatically fulfilled is as follows; see Subsection 1.1, Theorem 1.1.

**Corollary 1.20.** Assume that \((E,d)\) is a Polish metric space and let \( Lip_b(E) \) denote the space of all bounded Lipschitz functions on \( E \). Suppose that \( U_\alpha(Lip_b(E)) \subset Lip_b(E) \) for some (hence all) \( \alpha > 0 \), and that there exist \( \beta \geq 0 \) such that for each \( f \in Lip_b(E) \), the family \( (\alpha \overline{U}_{\alpha+\beta} f)_{\alpha>0} \) is equicontinuous on \( E \).

Then (H) holds with \( \mathcal{C} := \{ f \in Lip_b(E) : f \geq 0 \} \).

### 1.3 A typical application of Theorem 1.11

By [MaRö 92] (see [FuOsTa 11] for the symmetric case, but also [St 99b] for a generalized theory), if \((\mathcal{E},D(\mathcal{E}))\) is a (quasi-regular) Dirichlet form on \( L^2(E,\nu) \), then one can always associate a standard (in particular, right) process \( X \), whose transition function, regarded on \( L^2(E,\nu) \), coincides with the \( C_0 \)-semigroup generated by \( \mathcal{E} \). A specific issue of the powerful Dirichlet forms approach of constructing Markov processes is that, in general, there is a \( \nu \)-exceptional set which has to be removed from the space \( E \) in order to construct a right process which solves the martingale problem. In order to obtain a process on the entire space, a typical artificial extension is performed: if the process starts from the exceptional set, it is forced to remain stuck. This is usually called the trivial extension, and it is clearly in contrast with our natural extension considered in the previous subsection, where if the process starts from a "bad" point, it will immediately return to the set of "good" points, from where it follows the dynamic governed by the infinitesimal generator.

So a natural question arises: given a preferred sub-Markovian resolvent of kernels \( U \) on \( E \), which is associated (up to \( \nu \)-classes) to a quasi-regular Dirichlet form \( \mathcal{E} \), can we construct a right process with resolvent \( U \), without further modifications?

Motivated by (and forgetting of) the aforementioned context of Dirichlet forms, we turn now to the following general situation: let \( U \) be a sub-Markovian resolvent of kernels on a Lusin topological space \((E,\tau)\), fulfilling the following assumptions:

(i) Condition (H) holds with \( U \) instead of \( \overline{U} \).

(ii) There exists a reference measure \( \nu \) on \( \mathcal{B} \) for \( U \), i.e. if \( \nu(A) = 0 \) then \( U(1_A) \equiv 0 \) for all \( A \in \mathcal{B} \).

(iii) There exists a countable measure separating subset \( \mathcal{A}_0 \subset b\mathcal{B} \) such that \( U_\alpha(\mathcal{A}_0) \subset C_b(E) \) for all \( \alpha > 0 \).

**Definition 1.21.** A sub-Markovian resolvent of kernels \( \tilde{U} := (\tilde{U}_\alpha)_{\alpha>0} \) on \( E \) is called a \( \nu \)-version of \( U \) if \( U_\alpha f = \tilde{U}_\alpha f \nu \text{-a.e. for all } f \in b\mathcal{B}, \alpha > 0 \).
Our next result shows that once we know that a $\nu$-version of $U$ (e.g. one obtained by a trivial extension) has associated a right process, then so does $U$.

Corollary 1.22. Assume that $U$ has a $\nu$-version $\tilde{U}$ which has associated a right Markov process $\tilde{X}$ on $E$ with a.s. $\tau$-right continuous paths. Then there exists a right Markov process $X$ on $E$, with resolvent $U$. In fact, $X$ is the natural extension of a right process on a smaller set $M \subset E$, which has a.s. $\tau$-right continuous paths. In particular, propositions 1.13 and 1.14 apply.

2 Proofs of the results from Section 1

2.1 Proofs of the results from Subsection 1.2

Proof of Theorem 1.11. For the direct implication, we use only that $X$ is a right process with resolvent $\tilde{U}$, because by Definition 3.5 and Remark 3.6, (ii) from Appendix, we can take $C$ to be a Ray cone w.r.t. $\tilde{U}$.

Assume now that condition (H) is satisfied. One can see that the restriction to $M$ of any $\bar{U}_\beta$-excessive function is $\bar{U}_\beta$-excessive and the converse also holds:

(1) Any $\mathcal{U}_\beta$-excessive function $w$ has a unique extension $\bar{w}$ to $E$ which is $\bar{U}_\beta$-excessive, hence $\mathcal{E}(\mathcal{U}_\beta) = \mathcal{E}(\bar{U}_\beta)|_M$.

Indeed, let $w \in \mathcal{E}(\mathcal{U}_\beta)$. We may assume that $w \leq 1$. Then the function $w_1$ extending $w$ with the value 1 on $E \setminus M$ is $\bar{U}_\beta$-supermedian and the $\bar{U}_\beta$-excessive regularization of $w_1$ is the $\bar{U}_\beta$-excessive function extending $w$ from $M$ to $E$; see Appendix, right after Definition 3.1.

We prove now that $\bar{U}$ satisfies the assumption (H') from the beginning of Appendix, i.e.:

(2) $\sigma(\mathcal{E}(\bar{U}_\beta)) = \mathcal{B}$ and all the points of $E$ are non-branch points with respect to $\bar{U}_\beta$,

that is $1 \in \mathcal{E}(\bar{U}_\beta)$ and if $u, v \in \mathcal{E}(\bar{U}_\beta)$ then $\inf(u, v) = \inf(u, v)$.

The proof of (2) follows essentially the proof of Proposition 2.1 from [BeRö 11a]. Indeed, first of all note that $\sigma(\bar{U}_\beta(b\mathcal{B})) \subset \mathcal{E}(\bar{U}_\beta) \subset \mathcal{B}$. On the other hand, by (H)-(iii) and the resolvent equation we get that any element from $\mathcal{C}$ is a point-wise limit of functions from $\bar{U}_\beta(b\mathcal{B})$, hence $(\mathcal{B} = \sigma(\mathcal{C}) \subset \sigma(\bar{U}_\beta(b\mathcal{B})))$, so the first assertion follows. Next, if $f, g \in \mathcal{C}$ then the function $w := \inf(\bar{U}_\beta f, \bar{U}_\beta g)$ is $\bar{U}_\beta$-supermedian and belongs to $\mathcal{C}$ by (H). On the other hand, by (H)-(iii), we get that $w = \lim_{\alpha \to \infty} \alpha \bar{U}_\beta w$, hence $w$ is $\bar{U}_\beta$-excessive. Now, using (H)-(i) and Lemma 1.2.10 from [BeBo 04a], we get that the set of all non-branch points w.r.t. $\bar{U}_\beta$ is $E$.

Let $(M_1, \mathcal{B}_1)$ be the saturation of $M$, and $\mathcal{U}_1$ be the extension of $\mathcal{U}$ to $M_1$, given by relation (3.1) from Appendix. The next step is to show that:

(3) The map $E \ni x \mapsto \delta_x \circ \bar{U}_\beta \in \operatorname{Exc}(\mathcal{U}_\beta)$ is a measurable embedding of $E$ into $M_1$, $j(E) = \mathcal{B}_1|_{j(E)}$, and $\bar{U}$ is the restriction of $\mathcal{U}_1$ from $M_1$ to $E$, $\bar{E}(\bar{U}_\beta) = \mathcal{E}(\mathcal{U}_1)|_E$.

Indeed, we already observed that $\delta_x \circ \bar{U}_\beta$ is a measure on $M$ and one can see that it belongs to $\operatorname{Exc}(\mathcal{U}_\beta)$. Recall that by [St 89], (2) implies that the specific solidity of potentials
holds in $Exc(U_{\beta})$: if $\xi_1, \xi_2, \mu \circ U_{\beta} \in Exc(U_{\beta}), \xi_1 + \xi_2 = \mu \circ U_{\beta}$, then there exist two measures $\mu_1, \mu_2$ on $E$ such that $\xi_i = \mu_i \circ U_{\beta}$, $i = 1, 2$. Consequently, $\delta_x \circ U_{\beta} \in M_1$. The injectivity of $j$ follows from (H). To see that $j$ is $\mathcal{B}/\mathcal{B}_1$-measurable, it is sufficient to prove that for every $v \in \mathcal{E}(U_{\beta})$ the function $\tilde{v} \circ j$ is $\mathcal{B}$-measurable. If $x \in E$ then $\tilde{v} \circ j(x) = L_\beta(\delta_x \circ U_{\beta}, v) = \sup \limits_\alpha L_\beta(\delta_x \circ U_{\beta}, \alpha U_{\beta} + \alpha v) = \sup \limits_\alpha \alpha U_{\beta} + \alpha v(x) = \overline{v}(x)$, hence $\tilde{v} \circ j = \tilde{v}$ and by (1) we get $\tilde{v} \circ j \in p\mathcal{B}$. From Luzin’s Theorem we conclude that $j(\mathcal{B}) = \mathcal{B}_1|_{j(E)}$. If $x = \delta_x \circ U_{\beta}, x \in E, f \in Bp\mathcal{B}_1, \alpha > 0$, then $\mathcal{U}_\alpha(f|_E)(x) = L_\beta(\delta_x \circ U_{\beta}, U_\alpha(f|_M)) = U_{\alpha}L_\beta f(x)$, so, $\mathcal{U} = \mathcal{U}_1|_E$.

From now on we identify $E$ with $j(E)$ and $\mathcal{B}$ with $j(\mathcal{B})$, so, $E \in \mathcal{B}_1$ and $\mathcal{B} = \mathcal{B}_1|_E$.

(4) There exists a Ray cone $\mathcal{R}$ associated with $U_{\beta}$ s.t. $\mathcal{R} := \{\overline{v} : v \in \mathcal{R}\}$ separates the points of $E$. If $\mathcal{R}$ is a Ray cone associated with $U_{\beta}$ and $\overline{\mathcal{R}}$ separates the points of $E$ then $\overline{\mathcal{R}}$ is a Ray cone associated with $U_{\beta}$.

Indeed, let $\mathcal{F}_0 \subset b\mathcal{B}$ be countable and measure separating on $E$, which exists since $E$ is a Luzin space. Then taking into account the standard construction of a Ray cone (see Appendix, Remark 3.6, (ii)), one can suppose that it includes the countable set $U_{\beta}(\mathcal{F}_0)$, and therefore $\overline{U}_{\beta}(\mathcal{F}_0)$ separates the points of $E$. Let now $\mathcal{R}$ be a Ray cone with $\overline{\mathcal{R}}$ separating the points of $E$. We know by (2) that $\mathcal{E}(U_{\beta})$ is min-stable and by (1) we get that $\overline{U}_{\beta}((\mathcal{R} - \mathcal{R})_+) = \overline{U}_{\beta}((\mathcal{R} - \mathcal{R})_+) \subset \overline{\mathcal{R}}$ and that $\overline{\mathcal{R}}$ is min-stable. Since $\overline{\mathcal{R}}$ is separable, separates the points of $E$ and $\sigma(\overline{\mathcal{R}}) \subset \mathcal{B}$ we deduce by Luzin’s Theorem that $\sigma(\overline{\mathcal{R}}) = \mathcal{B}$.

Note that by Corollary 3.10 from Appendix, $X$ remains a right process if we endow $M$ with any Ray topology.

We return now to the saturation $M_1$ of $M$. Let $\mathcal{R}$ be a Ray cone associated with $U_{\beta}$ such that $\overline{\mathcal{R}}$ separates the points of $E$, which exists by (4).

One can equip $M_1$ with the Ray topology $\tau_1$ generated by $\overline{\mathcal{R}} := \{\overline{v} : v \in \mathcal{R}\}$. Then $M_1$ becomes a Luzin topological space and Theorem 3.15 from Appendix, there exists a right Markov process $X^1$ with state space $M_1$ having $\mathcal{U}_1$ as associated resolvent. In addition, the set $M_1 \setminus M$ is a polar subset of $M_1$. Therefore the set $M_1 \setminus E$ is also a polar set and thus, $\overline{\mathcal{U}}$ is the resolvent of the restriction $\overline{\mathcal{X}}$ of $X^1$ to the absorbing set $E$.

In conclusion:

(5) $\overline{\mathcal{X}}$ is a right Markov process with state space $E$ endowed with the Ray topology $\tau_0 := \tau(\overline{\mathcal{R}})$ generated by $\overline{\mathcal{R}}$, and by Corollary 3.10 from Appendix, it remains a right process w.r.t. any natural topology. Because $\overline{\mathcal{U}}$ is the restriction to $M$ of $\overline{\mathcal{U}}$, and since the set $E \setminus M$ is polar with respect to $\overline{\mathcal{U}}$ (see Theorem 3.13 from Appendix), we get that $\overline{\mathcal{X}}$ is a natural extension of $\mathcal{X}$.

Proof of Corollary 1.12. By (3) from the proof of Theorem 1.11, if $\mathcal{U}$ and $\mathcal{U}'$ are two extensions of $\mathcal{U}$ satisfying (H), then on the saturation $M_1$ of $M$ they are both the restriction of $\mathcal{U}_1$ to $E$, so they must coincide.

Proof of Proposition 1.13. (i) First of all, note that $((\overline{\mathcal{X}}(t))_{t \geq 0}, \mathbb{P}_\overline{\mathcal{X}}, x \in M)$ is a right process on $M$ with resolvent $\mathcal{U}$. By Appendix, if $x \in M$, it follows that $\overline{\mathcal{X}}$ has $\mathbb{P}_x$-a.s. right
continuous paths w.r.t. any natural topology (w.r.t. $\mathcal{U}$) on $M$, in particular w.r.t. $\tau$.

Let now $x \in E \setminus M$ and $s > 0$. Then, by the Markov property

\[
\mathbb{P}^x \{ t \mapsto X(t) \text{ is right continuous on } (s, \infty) \text{ w.r.t. } \tau \} = \\
= \mathbb{P}^x \{ t \mapsto X(t) + s \text{ is right continuous on } (0, \infty) \text{ w.r.t. } \tau \} \\
= \mathbb{P}^x \{ 1_{\{ t \mapsto X(t) \text{ is right continuous on } (0, \infty) \text{ w.r.t. } \tau \} \circ \theta(s)} \}
= \mathbb{P}^x \{ \mathbb{P}^X(s) \{ t \mapsto X(t) \text{ is right continuous on } (0, \infty) \text{ w.r.t. } \tau \} \}
= 1,
\]

where the last equality holds because $\mathbb{P}^x \{ X(s) \in M \} = 1$, by Definition 1.8. Since $s > 0$ was arbitrarily chosen, the proof of (i) is complete.

(ii)-(iii) Let $D$ be a countable dense subset of $\mathbb{R}_+$. Endowed with the $\sigma$-algebra generated by the canonical projections, the power sets $E^D$ and $M^D$ are a Lusin measurable spaces; in fact, $M^D$ is a measurable subset of $E^D$. Let $W^M$ (resp. $W^E$) denote the restrictions to $D$ of all càdlàg paths from $\mathbb{R}_+$ to $M$ (resp. $E$). Now, because $\tau$ is a Lusin topology, by [DeMe 78], Chapter IV, pages 91-92, we have that $W^M$ and $W^E$ are measurable subsets of $M^D$ and $E^D$, respectively. The fact that the set $W^0$ of the restrictions to $D$ of all $\tau$-continuous paths in $M$ is measurable, is well known and straightforward.

Suppose now that $X$ has paths with left limits in $M$. Let us first take $x \in M$, and let $\mathbb{P}^x \circ X^{-1}$ and $\mathbb{P}^x \circ \tilde{X}^{-1}$ be the laws on $M^D$ of the processes $X$ and $\tilde{X}$, respectively. By Definition 1.8, we have $\mathbb{P}^x \circ X^{-1} = \mathbb{P}^x \circ \tilde{X}^{-1}$. It follows that $\mathbb{P}^x \circ \tilde{X}^{-1}$ is supported on $W^M$, and since we know from (i) that the paths of $\tilde{X}$ are $\mathbb{P}_x$-a.s. right continuous w.r.t. $\tau$, we conclude that they have also $\mathbb{P}^x$-a.s. left limits in $M$ w.r.t. $\tau$.

The other two cases follow similarly, by replacing $W^M$ with $W^E$ and $W^0$, respectively.

\[\square\]

**Proof of Proposition 1.14.** If we start with a countable subset $\mathcal{A}_0 \subset \mathcal{C}'$ which separates the points of $E$, then as in Remark 3.6, (ii) from Appendix, one can easily construct a Ray cone $\mathcal{R}$ (w.r.t. $\mathcal{U}$) such that $\mathcal{R} \subset C_b(E)$, and we can take $\tau_0$ to be it’s Ray topology.

\[\square\]

**Proof of Proposition 1.17.** If $f \in C(E) \cap D(L)$, there exists a measurable function $g$ on $E$ which is from $L^p(\nu)$ such that $f = \overline{U}_1 g$ $\nu$-a.e. Set $v_1 := \overline{U}_1 g^+$ and $v_2 := \overline{U}_1 g^-$. Then $v_1$ and $v_2$ are $1$-excessive functions which are continuous (hence finite) on $E$. Since $\nu$ has full support and $f \in C(E)$, it follows that $f = v_1 - v_2$ on $E$, hence $f$ is finely continuous.

Next, if $\mathcal{A} \subset C(E) \cap D(L)$ is countable and separates the points of $E$, it follows that the topology generated by $\mathcal{A}$ is a Lusin topology. The second part of the statement follows now by the first one.

\[\square\]

**Proof of Lemma 1.19.** Since $\mathcal{U}$ is the resolvent of a right process on $M$, we have that $\alpha U_{\alpha+\beta}(f|M) \overset{\alpha \to \infty}{\longrightarrow} f|M$, hence $\alpha \overline{U}_{\alpha+\beta} f|M \overset{\alpha \to \infty}{\longrightarrow} f|M$ point-wise on $M$ for all $f \in \mathcal{C}$.

Let now $x \in E \setminus M$. Since $f \in \mathcal{C}$ is continuous and the family $(\alpha \overline{U}_{\alpha+\beta} f)_{\alpha > 0}$ is equicontinuous on $E$, for arbitrarily fixed $\varepsilon > 0$ we have that there exist a neighbourhood
\( V(x) \) s.t. \( |\alpha U_{\alpha + \beta} f(x) - \alpha U_{\alpha + \beta} f(y)| + |f(x) - f(y)| \leq \varepsilon \) for all \( \alpha > 0 \) and \( y \in V(x) \). Therefore,

\[
\alpha U_{\alpha + \beta} f(x) - f(x) \leq |\alpha U_{\alpha + \beta} f(x) - \alpha U_{\alpha + \beta} f(y)| + |\alpha U_{\alpha + \beta} f(y) - f(y)| + |f(x) - f(y)| \\
\leq \varepsilon + |\alpha U_{\alpha + \beta} f(y) - f(y)|, \quad y \in V(x), \alpha > 0.
\]

Because \( M \) is dense in \( E \), there exists \( y \in V(x) \subset M \), so by taking limits in the above expression we get that \( \lim_{\alpha \to \infty} |\alpha U_{\alpha + \beta} f(x) - f(x)| \leq \varepsilon \). But \( \varepsilon \) was arbitrarily chosen, so \( \alpha U_{\alpha + \beta} f(x) \to f(x) \) as \( \alpha \to \infty \). By the resolvent equation we obtain the same convergence for all \( \beta > 0 \).

\[\square\]

**Proof of Proposition 1.20.** Clearly \( C \) is a min-stable convex cone, \( C \subset \text{bpB} \), and satisfies \((H),(i)-(ii)\). The third condition of \((H)\) follows by Lemma 1.19.

\[\square\]

### 2.2 Proof of Corollary 1.22

Let \( f \in A_0 \) and \( \alpha > 0 \). Since \( U_\alpha f \) is \( \tilde{U} \)-finely continuous (since it is \( \tau \)-continuous and \( \tau \) is natural w.r.t. \( \tilde{U} \)) it follows that the set \( V := [U_\alpha f \neq \tilde{U}_\alpha f] \) is \( \tilde{U} \)-finely open and \( \nu \)-negligible, hence \( \nu \)-polar w.r.t. \( \tilde{U} \), i.e. \( \nu(\tilde{R}_\alpha^V 1) = 0 \); see Appendix for the definition of the reduced function. If we set \( M := [\tilde{R}_\alpha^V 1 = 0] \), then \( M^c \) is \( \nu \)-inessential (i.e. \( \tilde{R}_\alpha^{M^c} 1 = 0 \) on \( M \) and \( M^c \) is \( \nu \)-negligible) and \( V \subset M^c \). Since \( A_0 \) is countable we can take a \( \nu \)-inessential set \( M^c \) as above such that \( U_\alpha f = \tilde{U}_\alpha f \) on \( M \) for all \( f \in A_0 \) and \( \alpha \in \mathbb{Q}^+ \). Moreover, since \( M^c \) is \( \nu \)-negligible and \( \nu \) is a reference measure for \( U \), it follows that \( U_\alpha 1_{E,M} = 0 \) on \( E \).

Let \( U' \) denote the restriction of \( \tilde{U} \) from \( E \) to \( M \). Since \( M^c \) is \( \nu \)-inessential, it is well known that \( U' \) is the resolvent of the right Markov process on \( M \) obtained by taking the restriction of \( \tilde{X} \) to \( M \). Moreover, for each \( \alpha \in \mathbb{Q}^+ \) we have that \( (U_\alpha f)|_M = U'_\alpha (f|_M) \) for all \( f \in A_0 \), and since \( A_0 \) is measure separating, it follows that \( U_\alpha |_M = U'_\alpha |_M \). By the resolvent equation it follows that \( U|_M = U' \).

To conclude, we obtained that \( U \) is an extension of \( U' \) from \( M \) to \( E \), for which condition \((H)\) is fulfilled. Therefore, the statement follows by Theorem 1.11.

### 2.3 Proofs of the results from Subsection 1.1.

For simplicity, throughout this subsection we assume that \( \sigma \) is the identity operator on \( H \). Also, note that by Theorem 1.1, (i.1), and Remark 3.2 from Appendix, it follows that both conditions \((H)\) and \((H')\) from Section 2 and Appendix hold true for \( U \).

**Proof of Theorem 1.3.** First of all, as in the proof of Corollary 1.10 from [DaRöWa 09], by [BoDaRo 96], Theorem 1.1 and [St 99a], Chapter II, Theorem 1.9 and Proposition 1.10, there exists a normal Markov process \( X' = (\Omega', F', (\mathcal{F}_t')_{t \geq 0}, (X'(t))_{t \geq 0}, (\theta'(t))_{t \geq 0}, (P'^x)_{x \in H_0}) \) with continuous trajectories in \( H_0 \), whose resolvent is (merely) a \( \nu \)-version of \( U \). Consequently, we are in the situation of Corrolary 1.22 so that there exists \( \tilde{M} \subset H_0 \) such that \( H_0 \setminus \tilde{M} \) is polar, and there exists a right Markov process \( X = (\Omega, F, (\mathcal{F}_t)_{t \geq 0}, (X(t))_{t \geq 0}, (P^x)_{x \in H_0}) \)
$(\theta(t))_{t \geq 0}, (\mathbb{P}^x)_{x \in \widetilde{M}}$) on $H_0$ such that if the process starts from $\widetilde{M}$ then it has continuous trajectories in $\widetilde{M}$ w.r.t. the $| \cdot |$-topology.

What we are going to show later on in (ii) is that, in fact, the process $X$ has $| \cdot |$-continuous trajectories on $[0, \infty)$ for all starting points in $H_0$. Before we proceed to the proofs of (i-iii), set

$$\widetilde{A} = A - \omega I$$

and $\{\epsilon_k\}_{k \geq 1} \subset H$ an orthonormal basis consisting of eigenvectors of $\widetilde{A}$, with corresponding eigenvalues $(-\lambda_k)_{k \geq 1} \subset (-\infty, 0)$. For $k \geq 1$ let

$$\varphi_k(x) = \langle x, e_k \rangle, x \in H,$$

and note that since $\mathcal{F}C^2_b \subset D(L)$ (see Remark 1.2), by localization we get for all $k \geq 1$

$$\varphi_k, \varphi_k^2 \in D(L) \text{ and } L \varphi_k = -\lambda_k \varphi_k + \langle \widetilde{F}_0, e_k \rangle$$

$$L \varphi_k^2 = -2\lambda_k \varphi_k^2 + 2 \varphi_k \langle \widetilde{F}_0, e_k \rangle + 2.$$

(i). Let $g(x) := (1 + |x|^2)(1 + |F_0(x)|^2), x \in H_0$. Then $g \in L^1(\nu)$ by assumption, hence $U_{a}g \in L^1(\nu)$ and $U_{a}g < \infty \nu$-a.e. Since $\nu$ is a reference measure, it is well known that $[U_{a}g = \infty]$ is a polar set for all $\alpha > 0$, hence the set $M_0 := E \setminus (\bigcup_{\alpha > 0}[U_{a}g = \infty]) = E \setminus (\bigcup_{\alpha \in \mathbb{Q}^*_{+}}[U_{a}g = \infty])$ has polar complement.

Now, we are going to solve the martingale problem for $\varphi_k$, so for $t \geq 0$ set

$$\beta_k(t) := \varphi_k(X(t)) - \varphi_k(X(0)) - \int_0^t L \varphi_k(X(s))ds \quad (2.1)$$

and

$$M_k(t) := \varphi_k^2(X(t)) - \varphi_k^2(X(0)) - \int_0^t L \varphi_k^2(X(s))ds. \quad (2.2)$$

Under $\mathbb{P}^x$, $x \in M_0 \cap \widetilde{M}$, the integrals in (2.1) and (2.2) are well defined so that $\beta_k$ and $M_k$ are real-valued processes with continuous trajectories. Indeed, the continuity of the integrals is due to the integrability ensured when $x \in M_0$, so it only remains to make sure that the integrals do not depend on the versions of $L \varphi_k$ resp. $L \varphi_k^2$. But this is a consequence of a more general statement: if $f : H_0 \to \mathbb{R}$ is a measurable function s.t. $f = 0 \nu$-a.e., then $\int_0^t f(X(s)) ds = 0$ for all $t \geq 0 \mathbb{P}^x$-a.s. This is true because $f = 0$ $\nu$-a.e. implies that $U_1|f| = 0 \nu$-a.e., hence $U_1|f| = 0$ everywhere on $E$ by the strong Feller property (in fact, by a potential theoretical argument, knowing that $\nu$ is a reference measure is enough).

Let now $M := M_0 \cap \widetilde{M}$, whose complement is clearly polar. We claim that $\beta_k$ and $M_k$ are martingales w.r.t. $\mathbb{P}^x$ for all $x \in M$; in fact, the final aim is to show that $\beta_k, k \geq 1$ are independent standard Brownian motions. First, notice that on $M$ we have for all $\alpha > 0, i \in 1, 2, k \geq 1$

$$U_{a}L \varphi_k^i = \alpha U_{a} \varphi_k^i - \varphi_k^i,$$

since the sets $[|U_{a}L \varphi_k^i - \alpha U_{a} \varphi_k^i + \varphi_k^i| > 0] \cap M$ are negligible (and hence of null potential) and finely open (w.r.t. $\mathcal{U}$), so they must be empty.
Let us show that $\beta_k$ is a martingale, the case of $M_k$ being similar. For $0 \leq s < t$, by the Markov property we get
\[
\mathbb{E}^x[\beta_k(t + s) - \beta_k(s) | \mathcal{F}_s] = P_t \varphi_k(X(s)) - \varphi_k(X(s)) - \int_0^t P_r L \varphi_k(X(s)) dr,
\]
and because $E \setminus M$ is polar, it is enough to show that on $M$ we have
\[
P_t \varphi_k - \varphi_k - \int_0^t P_r L \varphi_k dr = 0.
\]
This is indeed true because on $M$
\[
\int_0^\infty e^{-\alpha t} (P_t \varphi_k - \varphi_k) dt = \frac{1}{\alpha} U_\alpha \varphi_k - \varphi_k = \frac{1}{\alpha} U_\alpha L \varphi_k = \int_0^\infty e^{-\alpha t} \int_0^t P_s L \varphi_k ds
\]
for all $\alpha > 0$. Since $t \mapsto \int_0^t P_s L \varphi_k ds$ is continuous, the claim follows by the uniqueness of the Laplace transform.

The proof now continues as in [DaRöWa 09], and since we shall repeat most of the arguments therein used (but with certain adjustments) a little bit later, let us resume to recall briefly that the idea is to show that if $x \in M$ then $[\beta_k, \beta_k] = t \delta_{k,k'} \mathbb{P}^x$-a.s. so that
\[
W := \sum_{k \geq 1} e_k \beta_k
\]
is a cylindrical Wiener process on $H$ under $\mathbb{P}^x$ and $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}^x, W, X)$ becomes a (weak) solution for equation (1.1) starting from $x$, in the sense of [On 04], page 8; then, the monotonicity of $L$ entails $X$-pathwise uniqueness and the existence of a pathwise unique continuous strong solution follows by the Yamada-Watanabe type results from [On 04]; for more details see [DaRöWa 09], page 20.

Let us rigorously show that the solution on $M$ can be extended to a generalized solution on $E \setminus H_0$, in the sense of [DaZa 14], Subsection 7.2.4. Let $(\Omega, \tilde{\mathcal{F}}, (\tilde{\mathcal{F}}_t)_{t \geq 0}, \tilde{\mathbb{P}}, \tilde{W})$ be a cylindrical Wiener process on $H$ and denote by $X^x$ the pathwise unique continuous strong solution to equation (1.1) starting from $x \in M$, which is also Markov. If $x \neq y \in M$, then as in [DaRöWa 09], page 20,
\[
\langle e_k, X^x(t) - X^y(t) \rangle = \langle e_k, x - y \rangle - \lambda_k \int_0^t \langle e_k, X^x(s) - X^y(s) \rangle ds + \int_0^t \langle e_k, \tilde{F}_0(X^x(s)) - \tilde{F}_0(X^y(s)) \rangle ds.
\]
Then by the chain rule
\[
\langle e_k, X^x(t) - X^y(t) \rangle^2 = \langle e_k, x - y \rangle^2 - 2\lambda_k \int_0^t \langle e_k, X^x(s) - X^y(s) \rangle^2 ds
\]
\[
+ 2 \int_0^t \langle X^x(s) - X^y(s), e_k \rangle \langle e_k, \tilde{F}_0(X^x(s)) - \tilde{F}_0(X^y(s)) \rangle ds
\]
and summing up after $k$
\[
|X^x(t) - X^y(t)|^2 \leq |x - y|^2 + 2\omega \int_0^t |X^x(s) - X^y(s)|^2 ds
\]
\[
\leq |x - y|^2 e^{\omega t} \quad \text{for all } t \geq 0
\]
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where the second inequality follows by Gronwall inequality. This means that the mapping

\[ H_0 \ni M \ni x \mapsto X^x \in L^\infty(\Omega, C([0,T]; H_0)) \]

is Lipschitz, and because \( M \) is dense in \( H_0 \), it can be uniquely extended by continuity to the entire \( H_0 \), and such an extension is precisely a generalized solution in the sense of [DaZa 14].

(ii). Let \( X^x, x \in H_0 \setminus M \) denote the extended process obtained in (i), and let us show it is a Markov process with transition function \((P_t)_{t \geq 0}\): if \( f_1, \ldots, f_n \in bB \) continuous, \( M \ni x_k \to x \in H_0 \setminus M \), and \( 0 \leq t_1 \leq \ldots t_n < \infty \), then

\[
\mathbb{E}[f_1(X^x(t_1)) \cdots f_n(X^x(t_n))] = \lim_k \mathbb{E}[f_1(X^{x_k}(t_1)) \cdots f_n(X^{x_k}(t_n))]
\]

\[
= \lim_k P_{t_1} f_1 P_{t_2-t_1} f_2 \cdots P_{t_n-t_{n-1}} f_n(x_k)
\]

\[
= P_{t_1} f_1 P_{t_2-t_1} f_2 \cdots P_{t_n-t_{n-1}} f_n(x).
\]

By a monotone class argument, it follows that the Chapman-Kolmogorov identities are satisfied for all \( f_1, \ldots, f_n \in bB \). Therefore, similarly to the proof of Proposition 1.13, we obtain that on the path space, the law \( \mathbb{P}^x \circ (X)^{-1} \) is the same as \( \mathbb{P} \circ (X)^{-1} \), hence it is supported on the space \( C([0,\infty); H_0) \) of all \( \cdot \)-continuous paths from \( \mathbb{R}_+ \) to \( H_0 \).

(ii.1). The assertion follows by Theorem 3.13 from Appendix.

(ii.2). It follows precisely like [DaRö 02], Theorem 7.4, (ii), or as in the proof of Theorem 1.6, (ii) below.

(ii.3). In principle, the strategy is similar to the one for assertion (i), but this time we have to solve (1.1), case \( B \equiv 0 \), for initial distribution \( \mathbb{P}^x \circ X(\varepsilon)^{-1} \), which is no longer a Dirac distribution. This comes with additional integrability issues, so let us give a rigorous proof: let \( x \in H_0 \setminus M, \varepsilon > 0 \) and set for all \( t \geq 0 \)

\[
\beta_k^\varepsilon(t) := \varphi_k(X(t+\varepsilon)) - \varphi_k(X(\varepsilon)) - \int_0^t L \varphi_k(X(s+\varepsilon)) ds
\]

and

\[
M_k^\varepsilon(t) := \varphi_k^2(X(t+\varepsilon)) - \varphi_k^2(X(\varepsilon)) - \int_0^t L \varphi_k^2(X(s+\varepsilon)) ds.
\]

First of all, let us notice that the integrals appearing in the definitions of \( \beta_k^\varepsilon \) and \( M_k^\varepsilon \) are well defined. Indeed, by assumption \( \widetilde{F}_0 \in L^2(\nu) \), hence \( U_1 |\widetilde{F}_0|^2 \in L^1(\nu) \) and there exists \( y \in H_0 \) s.t. \( U_1 |\widetilde{F}_0|^2(y) < \infty \). On the other hand, by Harnack inequality we have

\[
P_{s+\varepsilon} |\widetilde{F}_0|(x) \leq \left(P_{s+\varepsilon} |\widetilde{F}_0|^2(y) e^{\frac{2\omega|x-y|^2}{\varepsilon|\phi|}}\right)^{\frac{1}{2}},
\]
which leads to
\[
\int_0^t P_{s+\varepsilon}[\tilde{F}_0 | x] ds \leq \int_0^t \left[ P_{s+\varepsilon}[\tilde{F}_0 | y] e^{\frac{2\varepsilon|x-y|}{e-2e(s+\varepsilon)}} \right]^{\frac{1}{2}} ds
\]
\[
\leq \sqrt{te^{\frac{1}{2}|s|+\frac{2\varepsilon|x-y|^2}{e-2e|s|}}} \left( \int_0^t e^{-(s+\varepsilon)} P_{s+\varepsilon}[\tilde{F}_0 | y] ds \right)^{\frac{1}{2}}
\]
\[
\leq \sqrt{te^{\frac{1}{2}|s|+\frac{2\varepsilon|x-y|^2}{e-2e|s|}}} \left( U_1 |\tilde{F}_0 |^2(y) \right)^{\frac{1}{2}} < \infty.
\]
In fact, since \( L\varphi_k \in L^2(\nu) \), by a similar computation we get that \( \beta_k^\varepsilon(t) \in L^1(\mathbb{P}^x) \) for all \( t > 0 \). The fact that \( M_k^\varepsilon \) are well defined can be done by localization, see below.

The fact that \( \beta_k^\varepsilon \) is a martingale w.r.t. \( \mathbb{P}^x \) follows as in (i) except that this time the polarity of \( H_0 \setminus M \) is crucial, namely
\[
\mathbb{E}^x \left[ \beta_k(t + s) - \beta_k(s) | H \right] = \mathbb{E}^x \left[ \varphi_k(X(t + s + \varepsilon)) - \varphi_k(X(s + \varepsilon)) - \int_s^{t+s} L\varphi_k(X(r + \varepsilon)) dr | H \right]
\]
\[
= P_t \varphi_k(X(s + \varepsilon)) - \varphi_k(X(s + \varepsilon)) - \int_0^t P_t L\varphi_k(X(s + \varepsilon)) dr
\]
\[
= 0,
\]
because \( X(s + \varepsilon) \in M \) for all \( s \geq 0 \), and on \( M \) we know from the proof of (i) that
\[
P_t \varphi_k - \varphi_k - \int_0^t P_t L\varphi_k dr = 0.
\]

Next we show that \( M_k^\varepsilon \) is a (continuous) local martingale w.r.t. \( \mathbb{P}^x \), \( x \in H_0 \setminus M \). Let \( \theta_N \in C_0^\infty(\mathbb{R}) \) such that \( \theta_N(x) = x^2 \) on \([-N,N]\). Then \( \theta_N \circ \varphi_k \in D(L) \) and
\[
L\theta_N \circ \varphi_k(x) = (\langle F_0(x), e_k \rangle + \langle x, A(e_k) \rangle) \theta_N \circ \varphi_k(x) + \frac{1}{2} \theta''_N \circ \varphi_k(x)
\]
\[
= -\lambda_k \varphi_k(x) \theta_N \circ \varphi_k(x) + \langle \tilde{F}_0(x), e_k \rangle \theta_N \circ \varphi_k(x) + \frac{1}{2} \theta''_N \circ \varphi_k(x),
\]
in particular, \( \theta_N \circ \varphi_k = \varphi_k^2 \) and \( L\theta_N \circ \varphi_k = L\varphi_k^2 \) if \( |x|_H \leq N \) \( \nu \)-a.e. Now, just as we did for \( \beta_k^\varepsilon \), one can show that
\[
M_k^{\varepsilon,N}(t) := \theta_N \circ \varphi_k(X(t + \varepsilon)) - \theta_N \circ \varphi_k(X(\varepsilon)) - \int_0^t L\theta_N \circ \varphi_k(X(s + \varepsilon)) ds
\]
is an \((\mathcal{F}_{t+\varepsilon})_{t \geq 0}\)-martingale. Consequently, if we consider the \((\mathcal{F}_{t+\varepsilon})_{t \geq 0}\)-stopping times \( T_N := \varepsilon + \inf\{t > 0 : |X(t + \varepsilon)|_H \geq N\} \), then \( T_N \nearrow \infty \) and by Doob’s stopping theorem it follows that \( M_k^{\varepsilon,N}(t \wedge T_N) = M_k^{\varepsilon,N}(t \wedge T_N), t \geq 0 \) is a martingale.

Next, we show that \( \beta_k^\varepsilon, k \geq 1 \) are independent standard Brownian motions, and by Levy’s characterization and polarization, it is sufficient to show that
\[
[\beta_k^\varepsilon, \beta_k^\varepsilon](t) = \int_0^t |D\varphi_k(X(s + \varepsilon))|^2 ds = t.
\]
Since the second equality is trivial, let us show the first one.

\[
[b_k^\varepsilon, b_k^\varepsilon](t) = [\varphi_k(X(t + \varepsilon)), \varphi_k(X(t + \varepsilon))](t) - \varphi_k^2(X(\varepsilon))
\]

\[
= \varphi_k^2(X(t + \varepsilon)) - 2 \int_0^t \varphi_k(X(s + \varepsilon))d\varphi_k(X(s + \varepsilon)) - \varphi_k^2(X(\varepsilon))
\]

\[
= \int_0^t (L\varphi_k^2 - 2\varphi_k L\varphi_k)(X(s + \varepsilon))ds + M_k^\varepsilon(t) - 2 \int_0^t \varphi_k(X(s + \varepsilon))d\beta_k^\varepsilon(s)
\]

\[
= \int_0^t [D\varphi_k(X(s + \varepsilon))]^2 ds + \text{continuous local martingale.}
\]

The claim now follows since a continuous local martingale with paths of finite variation must be constant.

To conclude, since \( W^\varepsilon := \sum_{k \geq 1} e_k^T b_k^\varepsilon \) defines a cylindrical Wiener process on \( H \), we have that for \( k \geq 1 \)

\[
\langle e_k, X(t + \varepsilon) \rangle = \langle e_k, X(\varepsilon) \rangle + \int_0^t \langle Ae_k, X(s + \varepsilon) \rangle + \langle e_k, F_0(X(s + \varepsilon)) \rangle ds + \langle e_k, W^\varepsilon(t) \rangle
\]

for all \( t \geq 0 \) \( \mathbb{P}^x \)-a.s.

By [On 04], Theorem 13, it follows that \((\Omega, \mathcal{F}, (\mathcal{F}_{t+\varepsilon})_{t \geq 0}, \mathbb{P}^x, W^\varepsilon, (X(t + \varepsilon))_{t \geq 0})\) is a solution to equation (1.1) in the sense of [On 04], page 8.

(iii) Let \( x \in H_0 \setminus M, \varepsilon > 0 \), and \( \nu^\varepsilon := \mathbb{P}^x \circ X(\varepsilon)^{-1} \). Then by (ii.3), there exists a solution \( X^\varepsilon \) (in the sense of [On 04]) for equation (1.1), case \( B \equiv 0 \), with initial distribution \( \nu^\varepsilon \). Then, the proof continues as in [DaRöWa 09], page 20.

\[ \square \]

**Remark 2.1.** We would like to point out that our general extension results, namely Theorem 1.11 or Corollary 1.22, although invoked, were not crucially used in the proof of assertion Theorem 1.3. More precisely, the proof of Theorem 1.3 can be performed without change, starting from the Markov process provided by the associated Dirichlet form, even if it is constructed merely except some \( \nu \)-inessential set. One just has to notice that once a generalized (Markov) solution is obtained and because \( U \) is strong Feller, the desired path continuous right process on the hole space \( H_0 \) can be obtained by a standard canonization procedure. The fact that the generalized solution is not at hand to prove the rest of the statements (especially (ii.3)), comes from the fact that the set \( M \) with polar complement was constructed via the resolvent, and the probabilistic interpretation of polar sets requires the Markov process to be a right process. The forthcoming case \( B \neq 0 \) is completely different from this point of view, in the sense that our general extension results from Subsection 1.2 are employed in a crucial way.

**The case when** \( B \neq 0 \). Recall from Subsection 1.1 that for this case we fix a cylindrical Wiener process \( W \) on a stochastic basis \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathcal{F}}_t, \tilde{\mathbb{P}})\), and take \((X^\varepsilon(t))_{t \geq 0}\) to be the generalized solution given by (the proof of) Theorem 1.3.

Before we prove Theorem 1.6 we need to go through several steps. First we show that there exists a Markov process on \( M \) with transition function \((Q_t)_{t \geq 0}\).
Proposition 2.2. There exists a right Markov process on $M$ with a.s. (norm) continuous paths and with transition function $(Q_t)_{t \geq 0}$.

Proof. Let $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}^x, x \in M)$ be the continuous Markov process on $M$ obtained in the first part of the proof of Theorem 1.3, and let $W := \sum_{k \geq 1} e_k \beta_k$ be its associated cylindrical Wiener process under $\mathbb{P}^x$ for each $x \in M$ (see (2.1)), so that $(X, W, \mathbb{P}^x)$ is a (continuous) solution to equation (1.1). By construction, $W$ is an additive functional of $X$ (see (2.18) below) in the sense of [BlGe 68] or [Sh 88]. Then

$$M(t) := e^{\int_0^t (B(X(s))dW(s)) - \frac{1}{2} \int_0^t |B|^2(X(s))ds}$$

is a perfect martingale additive functional, hence

$$\tilde{Q}_t f(x) := \mathbb{E}^x\{f(X(t))M(t)\}$$

defines a Markovian semigroup which is the transition function of a right Markov process with continuous paths in $M$; for details, see [Sh 88], Chapter VII, Section 62.

On the other hand, since on $M$ we have pathwise uniqueness for equation (1.1), case $B \equiv 0$, it follows by [On 04] that joint uniqueness in law also holds for any initial distribution $\delta_x$, $x \in M$, so that $((X(t))_{t \geq 0}, W, \mathbb{P}^x)$ has the same law as $((X^x(t))_{t \geq 0}, W, \tilde{\mathbb{P}}^x)$. Hence $\tilde{Q}_t = Q_t$ for all $t \geq 0$ and the statement is proved.

Remark 2.3. Concerning the existence of $Y$, we point out that the proof of the previous proposition doesn’t work if $x \in H_0 \setminus M$, because $W$ and hence $(M(t))_{t \geq 0}$ do not make sense under $\mathbb{P}^x$; in fact, this was the technical difficulty which we had to deal with in the proof of Theorem 1.3, because of the lack of integrability of $F_0(X(t))$ under $\mathbb{P}^x \otimes dt$ (see (2.1) and the subsequent remarks).

Lemma 2.4. There exist a sequence of continuous functions $B_n : H_0 \to H_0, n \geq 1$ such that $\lim_n B_n = B$ $\nu$-a.e., and $|B_n|_\infty \leq |B|_\infty$.

Further, if $Q^n_t$ and $\rho^n_{t,x}$ are given by (1.4) resp. (1.5) with $B$ replaced by $B_n$, then

$$\mathbb{E}\{(\rho^n_{t,x})^2\} \leq e^{t|B|_\infty^2}, n \geq 1$$

(2.4)

$$\lim_n \rho^n_{t,x} = \rho^x_t \text{ in } L^1(\tilde{\mathbb{P}}),$$

(2.5)

$$\lim_k \rho^n_{t,x_k} = \rho^n_{t,x} \text{ in } L^1(\tilde{\mathbb{P}}), n \geq 1$$

(2.6)

for all $H_0 \ni (x_k)_{k \geq 1} \to x$ in $H_0$. In particular, $Q^n_t$ is Feller and

$$\lim_n Q^n_t f = Q_t f \text{ pointwise on } H_0.$$  

(2.7)

Proof. To prove the first statement, let $(e_k)_{k \geq 1}$ be an orthonormal basis of $H$ and set $B_{k,\alpha}(x) := \sum_{i=1}^k \alpha U_i((B(\cdot), e_i))(x)e_i$ for all $x \in H_0$, $k \geq 1$ and $\alpha > 0$. Clearly, for each $k \geq 1$ we have that $\lim_{k \to \infty, \alpha \to \infty} B_{k,\alpha} = B$ in $L^2(\nu)$, hence, by a diagonal argument, there exists a
subsequence \((\alpha(k))_{k \geq 1}\) such that \(B_k := B_{k, \alpha(k)}\) converges to \(B\ \nu\text{-a.e.}\). Moreover, each \(B_k\) is continuous by the strong Feller property of \(\mathcal{U}\), and

\[
|B_k(x)|^2 = \sum_{i=1}^{k} |\alpha(k)U_{\alpha(k)}((B(\cdot), e_i))(x)|^2 \leq \alpha(k)U_{\alpha(k)}\left(\sum_{i=1}^{k} |(B(\cdot), e_i)|^2\right)(x)
\]

\[
\leq \alpha(k)U_{\alpha(k)}\left(|B(\cdot)|^2\right)(x) \leq |B|^2_{\infty}.
\]

Further, by \(d\rho^x_t = \langle \rho^x_t B_n(X^n(t)), dW(t) \rangle\) and Itô isometry we have

\[
\mathbb{E}\{(\rho^x_t)^2\} = 1 + \int_0^t \mathbb{E}\{(\rho^x_s)^2|B_n(X^n(s))|^2\} ds \leq 1 + |B|^2_{\infty} \int_0^t \mathbb{E}\{(\rho^x_s)^2\} ds,
\]

so the estimate in (2.4) follows by Gronwall’s lemma.

We show now at the same time that both (2.5) and (2.7) hold, pointing out in advance that below we use \(|e^a - e^b| \leq (e^a + e^b)|a - b|\) for the second inequality, the triangle inequality and Itô isometry for the third inequality, and the bound in (2.4) and Cauchy-Schwarz inequality for the fourth one:

\[
|Q_t^n f(x) - Q_t f(x)| \leq |f|_{\infty} \mathbb{E}\{|\rho^x_n - \rho^n_t|\}
\]

\[
\leq |f|_{\infty} \mathbb{E}\{(\rho^x_t + \rho^x_t)|\int_0^t (B_n - B)(X^n(s))dW_s|\}
\]

\[
\leq |f|_{\infty} |\rho^x_t + \rho^x_t|_{L^2(P)}\left(\mathbb{E}\left|\int_0^t |B_n - B|^2(X^n(s))ds\right|^{\frac{1}{2}} + \frac{1}{2} \int_0^t |B_n|^2 - |B|^2(X^n(s))ds\right)_L^{2(\bar{P})}
\]

\[
\leq 2|f|_{\infty}e^{\frac{1}{2}|B|^2_\infty} \left(1 + \sqrt{t}\right) \mathbb{E}\left|\int_0^t |B_n - B|^2(X^n(s))ds\right|^{\frac{1}{2}}
\]

\[
\leq 2|f|_{\infty}e^{\frac{1}{2}|B|^2_\infty} \left(1 + \sqrt{t}\right) e^{\frac{1}{2}(U_{\mathbb{I}}(|B_n - B|^2)(x))}\frac{1}{2}.
\]

Hence (2.5) and (2.7) follow by dominated convergence, due to the first part of Lemma 2.4 and the fact that \(\nu\) is a reference measure.

To prove (2.6), let \(x_k \rightarrow x\) in \(H_0\) and fix \(n \geq 1\). As above, we get

\[
\mathbb{E}\{|\rho^x_k - \rho^x|\} \leq |f|_{\infty} \mathbb{E}\{(\rho^x_t + \rho^x_t)|\int_0^t -(B_n(X^n(s)) - B_n(X^n(s)))dW_s|\}
\]

\[
- \frac{1}{2} \int_0^t |B_n|^2(X^n(s)) - |B_n|^2(X^n(s))ds\right|\}
\]

\[
\leq 2|f|_{\infty}e^{\frac{1}{2}|B|^2_\infty} \left(1 + \sqrt{t}\right) \mathbb{E}\left|\int_0^t |B_n(X^n(s)) - B_n(X^n(s))|^2ds\right|^{\frac{1}{2}}
\]

and the convergence follows by dominated convergence.
To show that $Q^n_t$ is Feller, let $f$ be bounded and continuous, and $x_k \to x$ in $H_0$. Then
$$|Q^n_t f(x_0) - Q^n_t f(x)| \leq |f|_\infty \mathbb{E} \left\{ |\rho^n_{t,x_0} - \rho^n_{t,x}| + E \left\{ \left| f(X_{x_0}(t)) - f(X_{x}(t)) \right| \rho^n_{t,x} \right\} \right\},$$
which converges to 0 when $k$ tends to $\infty$, by bounded convergence, (2.4) and (2.6)

**Proposition 2.5.** $(Q_t)_{t \geq 0}$ is a Markov transition function on $H_0$.

**Proof.** Let $B_n$ and $Q^n_t, n \geq 1$ be as in Lemma 2.4. By Proposition 2.2 applied to $B_n$, for each $x \in M$
$$Q^n_{t+s}f(x) = \mathbb{E}\{\rho^n_{t+s}Q^n_s f(X^x(t))\}. \quad (2.8)$$
To extend (2.8) to the entire $H_0$, let $M \ni x_k \to x \in H_0 \setminus M$ and $f$ be bounded and continuous. Then
$$Q^n_{t+s}f(x) = \lim_{k} Q^n_{t+s}f(x_k) = \lim_{k} \mathbb{E}\{\rho^n_{t,x_k}Q^n_s f(X^x_k(t))\} = \mathbb{E}\{\rho^n_{t,x}Q^n_s f(X^x(t))\} = Q^n_t Q^n_s f(x),$$
where the first and the third equalities follow by the Feller property of $Q^n_t$ and by (2.6) from Lemma 2.4.

To conclude, if $x \in H_0$ then
$$Q^n_{t+s}f(x) = \lim_{n} Q^n_{t+s}f(x) = \lim_{n} \mathbb{E}\{\rho^n_{t,x}Q^n_s f(X^x(t))\} = \mathbb{E}\{\rho^n_{t}Q^n_s f(X^x(t))\} = Q^n_t Q^n_s f(x),$$
where for the first and the third identities we used Lemma 2.4, (2.5) and (2.7). The case of general $f$ follows now by a monotone class argument.

We crucially need the following Itô formula which is a refinement of [DaFlRöVe 16], Corollary 3.14, in the sense that we can prove it for all starting points $x \in M$, there is no need to exclude a further $\nu$-inessential set. Also, our proof is a bit simpler and uses more general arguments.

First of all, we recall that by [DaFlRöVe 16], Lemma 3.6, and Remark 1.2, any Lipschitz function $\varphi : H \to \mathbb{R}$ is Gateaux differentiable $\nu$-a.e.; we denote its derivative by $\nabla \varphi$.

**Proposition 2.6.** Let $X$ be the right Markov process and $M$ the set with polar complement provided by Theorem 1.3. Also, let $f = U_\alpha g$ for some $\alpha > 0$ and $g \in b\mathcal{B}(H_0)$. Then the following Itô formula holds $\mathbb{P}^x$-a.s. for all $x \in M$:
$$f(X(t)) - f(x) - \int_0^t Lf(X(s))ds = \int_0^t \langle \nabla f(X(s)), dW(s) \rangle \quad t \geq 0. \quad (2.9)$$

**Proof.** Note that the two sides of (2.9) are continuous martingales by Theorem 1.3 (and it’s proof) under $\mathbb{P}^x$ for all $x \in M$, and also that the rhs does not depend on the $\nu$-version of $\nabla f$ due to the Itô isometry and the fact that $\mathcal{U}$ is strong Feller.

First, we show that (2.9) holds almost surely w.r.t. $\mathbb{P}^\nu := \int \mathbb{P}^x \nu(dx)$, and note that by the continuity of the paths, it is enough to prove that (2.9) holds a.s. for each $t \geq 0$. 
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Since $\mathcal{FC}_b^2$ is a core for $(L, D(L))$, there exists a sequence $(f_n)_{n \geq 1} \subset \mathcal{FC}_b^2$ s.t.
\[
\lim_n \int_H [(f - f_n)^2 + |\nabla (f - f_n)|^2 + (L(f - f_n))^2] \, d\nu = 0. \tag{2.10}
\]
Also, since $X$ is a weak solution for (1.1), case $B \equiv 0$, and by classical Itô formula in finite dimensions, we get $\mathbb{P}^x$-a.s., $x \in M$ that
\[
f_n(X(t)) - f_n(x) - \int_0^t L f_n(X(s)) \, ds = \int_0^t \langle \nabla f_n(X(s)), dW(s) \rangle, \quad t \geq 0. \tag{2.11}
\]
Now, by Itô isometry and the fact that $\nu$ is $(P_t)$-invariant, it is straightforward to see that due to (2.10) we can pass to the limit in (2.11) and obtain that (2.9) holds $\mathbb{P}^x$-a.s.

Let us now show that the formula holds $\mathbb{P}^x$-a.s. for all $x \in M$. By definition, $W$ is an additive functional of $X$ (see (2.18) below), hence so does the rhs of (2.9), and the same is true for the lhs. Therefore, by substracting the two sides of (2.9), we find ourselves in the following abstract situation: we have a real valued continuous martingale starting from 0, say $(N(t))_{t \geq 0}$, which is an additive functional of $X$, satisfies $N(t) = 0$ for all $t \geq 0$ $\mathbb{P}^\nu$-a.s., and $\mathbb{E}^x(N(t)^2) \leq \text{const} \cdot t^2$. We claim that $(N(t))_{t \geq 0}$ is the null process $\mathbb{P}^x$-a.s. for all $x \in M$. To this end, define for all $x \in M$ the finite measurable function
\[
v(x) := \mathbb{E}^x \left\{ \int_0^\infty e^{-t} N(t)^2 \, dt \right\}.
\]
Let us show that $v$ is 1-excessive: for all $s \geq 0$ and $x \in M$ we have
\[
P_s v(x) = \mathbb{E}^x \left\{ \mathbb{E}^x(s) \left\{ \int_0^\infty e^{-t} N(t)^2 \, dt \right\} \right\} = \mathbb{E}^x \left\{ \int_0^\infty e^{-t} \left[ N(t) \circ \theta(s) \right]^2 \, dt \right\}
\]
\[
= \mathbb{E}^x \left\{ \int_0^\infty e^{-t} \left[ N(t + s) - N(s) \right]^2 \, dt \right\} = \int_0^\infty e^{-t} \left\{ \mathbb{E}^x[N(t + s)^2] - \mathbb{E}^x[N(s)^2] \right\} \, dt
\]
\[
\leq \int_0^\infty e^{-t} \mathbb{E}^x[N(t + s)^2] \, dt \leq \int_s^\infty e^{-(t-s)} \mathbb{E}^x[N(t)^2] \, dt
\]
which proves that $v$ is 1-supermedian. Also, by dominated convergence, the third equality from above also gives $P_s v \to v$ pointwise on $M$, which proves that $v$ is indeed 1-excessive.

To conclude, we have that the set $\{ v > 0 \} \cap M$ is $\nu$-negligible and finely open, and since $\nu$ is a reference measure, it is well known that $\{ v > 0 \} \cap M = \emptyset$.

\[\square\]

**Remark 2.7.** By the pathwise uniqueness (hence joint uniqueness in law) which holds on $M$, Itô formula (2.9) holds true for any solution of equation (1.1), case $B \equiv 0$, in particular for $((X^x(t))_{t \geq 0}, \mathbb{P})$ for all $x \in M$.

Similarly to (1.8), for each $n \geq 1$ we denote by $(V^n_x)_{x \geq 0}$ the resolvent associated to $(Q^n_t)_{t \geq 0}$ given in Lemma 2.4.
Lemma 2.8. The resolvent \((V^n_\alpha)_{\alpha>0}\) has the Feller property, and if \(\alpha > \frac{|B|}{2}\), then for all \(f \in b\mathcal{B}\)
\[
\lim_{n} V^n_\alpha f = V_\alpha f \quad \text{pointwise on } H_0. \tag{2.12}
\]

Proof. Since \(Q^n_t, t \geq 0\) is Feller by Lemma 2.4, the first part of the statement is clear by dominated convergence.

Now, if \(x \in H_0\) then
\[
|V^n_\alpha f - V_\alpha f|(x) \leq \mathbb{E}\left\{ \int_0^\infty e^{-\alpha t} f(X^x(t))|\rho^n_{t,x} - \rho_t^x| \, dt \right\}
\leq |f|_\infty \int_0^\infty e^{-\alpha t} \mathbb{E}\{|\rho^n_{t,x} - \rho_t^x|\} \, dt,
\]
which converges to 0 when \(n\) tends to \(\infty\) by dominated convergence, after using (2.4) and (2.5) from Lemma 2.4.

\[
\square
\]

Proof of Theorem 1.5. Let \(f \in b\mathcal{B}\) and \(\varphi = U_\alpha f\), for some fixed \(\alpha \geq 4\pi|B|^2_\infty\). First, let \(x \in M\). Since \(d\rho_t^x = (\rho_t^x B(X^x(t)), dW(t))\) and \(\varphi(X^x(t))\) satisfies the Itô formula (2.9) (see Remark 2.7), the integration by parts formula gives \(\mathbb{P}\text{-a.s. for all } t\)
\[
\rho_t^x \varphi(X^x(t)) = \varphi(x) + \int_0^t \rho_s^x[L \varphi(X^x(s)) + \langle B(X^x(s)), \nabla \varphi(X^x(s)) \rangle] \, ds + N(t), \tag{2.13}
\]
where \((N(t))_{t \geq 0}\) is a continuous martingale which by Lemma 2.4, (2.4) satisfies
\[
\mathbb{E}|N(t)| \leq |\varphi|_\infty e^{\frac{t}{2}|B|^2_\infty}. \tag{2.14}
\]
Using (2.13) and (2.14), we have
\[
V_\alpha \varphi(x) = \mathbb{E}\left\{ \int_0^\infty e^{-\alpha t} \rho_t^x \varphi(X^x(t)) \, dt \right\}
\leq \mathbb{E}\left\{ \int_0^\infty e^{-\alpha t} \left[ \varphi(x) + \int_0^t \rho_s^x[L \varphi(X^x(s)) + \langle B(X^x(s)), \nabla \varphi(X^x(s)) \rangle] \, ds \right] \, dt \right\}
= \frac{1}{\alpha} \varphi(x) + \int_0^\infty e^{-\alpha t} \int_0^t Q_s[L \varphi + \langle B, \nabla \varphi \rangle](x) \, ds \, dt
= \frac{1}{\alpha} \varphi(x) + \frac{1}{\alpha} \int_0^\infty e^{-\alpha t} Q_t(L \varphi + \langle B, \nabla \varphi \rangle)(x) \, dt
= \frac{1}{\alpha} \varphi(x) + \frac{1}{\alpha} V_\alpha(L \varphi + \langle B, \nabla \varphi \rangle)(x)
= \frac{1}{\alpha} \varphi(x) + \frac{1}{\alpha} V_\alpha(L \varphi + \langle B, \nabla \varphi \rangle)(x),
\]
and since \(\varphi = U_\alpha f\), this means that \(V_\alpha(f - \langle B, \nabla U_\alpha f \rangle) = U_\alpha f\) on \(M\).

The final step of the proof is to extend (1.9) from \(M\) to the entire \(H_0\). To this end, it is sufficient (and, of course, necessary) to show that \(\mathcal{V}\) is Lipschitz strong Feller. We first prove this for \(V^n_\alpha\), which a priori has the Feller property by Lemma 2.8. Also, it is clear
that the above computations hold true for each \( B_n, n \geq 1 \), hence, if \( f \) is continuous and bounded, then
\[
V_\alpha^n f = U_\alpha (I - \langle B^n, \nabla U_\alpha \rangle)^{-1} f \quad \text{on } M,
\]
and by the Feller property of \( V_\alpha^n \) and the strong Feller property of \( U_\alpha \), the identity hold on the entire \( H_0 \). But now, by (1.7) we have that \( |V_\alpha^n f|_{\text{Lip}} \leq 2\sqrt{T \alpha} |f|_{\infty} \), hence by Lemma 2.8 the same estimate holds true for \( V_\alpha f \). If \( f \) is merely bounded, then \( |V_\alpha f|_{\text{Lip}} \leq \sup_k |V_\alpha (kU_k f)|_{\text{Lip}} \leq 2\sqrt{T \alpha} |kU_k f|_{\infty} \leq 2\sqrt{T \alpha} |f|_{\infty} \), and the proof is complete. \( \square \)

**Proof of Theorem 1.6.** In order to prove the existence of the process, the idea is to apply Theorem 1.11. First of all, by Proposition 2.2, there exists a subset \( M \in \mathcal{B}(H_0) \) and a right process on \( M \) with a.s. (norm) continuous paths and resolvent \( \mathcal{V}|_M \), the restriction to \( M \) of \( \mathcal{V} \). It is clear that \( \mathcal{V} \) is an extension of \( \mathcal{V}|_M \) from \( M \) to \( H_0 \). Also, condition (H) from Section 2 is fulfilled for e.g. \( C := \{ f \in C_b(H_0) : f \geq 0 \} \), taking into account the structure of \( (Q_t)_{t \geq 0} \) given by (1.4), and the Lipschitz strong Feller property obtained in Theorem 3.15. Hence, by Theorem 1.11, there exists a right process \( Y = ((Y(t))_{t \geq 0}, (Q^x)_{x \in H_0}) \) on \( H_0 \) with resolvent \( \mathcal{V} \), and by Proposition 1.13 it has a.s. continuous paths w.r.t. any natural topology. To show that the paths are also \( | \cdot | \)-continuous (equivalently, that the norm topology is natural w.r.t. \( \mathcal{V} \)), remark that by the Lipschitz strong Feller property of \( \mathcal{V} \), we can apply Proposition 1.14 to make sure that there exists a natural topology \( \tau_0 \) on \( H_0 \) which is coarser than the norm topology. Hence, if \( T > 0 \), the space \( C([0,T], H_0) \) of \( | \cdot | \) -continuous paths from \([0, T] \) to \( H_0 \) is a measurable subset of the space \( C_{\tau_0}([0,T], H_0) \) of \( \tau_0 \)-continuous paths from \([0, T] \) to \( H_0 \), endowed with the \( \sigma \)-algebra generated by the canonical projections. Now, because \( (\rho^x_t)_{t \geq 0} \) is a martingale under \( \mathbb{P} \) for all \( x \in H_0 \), it follows that the law under \( \mathbb{Q}^x \) of \((Y(t))_{t \in [0,T]} \) on \( C_{\tau_0}([0,T], H_0) \) is precisely the law of \((X(t)^x)_{t \in [0,T]} \) on \( C_{\tau_0}([0,T], H_0) \) under \( \rho^x_T \cdot \mathbb{P} \). But the latter is supported on \( C([0,T], H_0) \), hence so is the law of \((Y(t))_{t \in [0,T]} \).

Let us turn now to assertions (i-iv):

(i). By Lemma 2.4, the Cauchy-Schwartz inequality, and the fact that \( \nu \) is \( P_t \)-invariant, we have
\[
\int (Q_t f)^2 d\nu \leq e^{2t|B|^2_{\infty}} \int P_t(f^2) d\nu = e^{2t|B|^2_{\infty}} \int f^2 d\nu \quad \text{for all } f \in b\mathcal{B}(H_0).
\]
This means that \( (Q_t)_{t \geq 0} \) can be extended to a semigroup of Markov operators on \( L^2(\nu) \), with corresponding norms less than \( e^{t|B|^2_{\infty}} \). On the other hand, \( \lim_{t \to 0} Q_t f = f \) for all \( f \in C_b(H_0) \), and one can easily extend this convergence for all \( f \in L^2(\nu) \) by density. Hence \( (Q_t)_{t \geq 0} \) is a \( C_0 \)-semigroup of quasi-contractions on \( L^2(\nu) \), and let \( (L^B, D(L^B)) \) be it’s infinitesimal generator. Now, if \( x \in M \) then \((X^x(t))_{t \in [0,T]} \) is a solution for (1.1), case \( B \equiv 0 \), and as already mentioned in Remark 1.4, by Girsanov transformation we have that equation (1.1), case \( B \neq 0 \) has a weak solution given by \((X^x(t))_{t \in [0,T]} \), but under \( \rho^x_T \cdot \mathbb{P} \). By applying Itô’s formula for \( \varphi \in \mathcal{E}_A(H) \) and then taking expectations, we get that on \( L^2(\nu) \)
\[
Q_t \varphi = \varphi + \int_0^t Q_s (L \varphi + \langle B, D \varphi \rangle) ds, \tag{2.16}
\]
hence
\[ L^B \varphi = \lim_{t \to 0} \frac{Q_t \varphi - \varphi}{t} = L \varphi + \langle B, D \varphi \rangle \quad \text{in } L^2(\nu). \] (2.17)

Now, let \( \alpha > |B|^2_{\infty} \) and note that \( V_\alpha(bB(H_0)) \) is a core for \( (L^B, D(L^B)) \). On the other hand, by (1.9) we have \( V_\alpha(bB(H_0)) = U_\alpha(bB(H_0)) \). Therefore, since \( \mathcal{E}_L(H) \) is a core for \( (L, D(L)) \), it is dense in \( V_\alpha(bB(H_0)) \) in the graph norm w.r.t. \( L^B \), and this concludes the proof.

(ii) Since we do not know that \( Q_t \) is (strong) Feller, the proof of [DaRö 02], Theorem 7.4, (ii) requires a slight modification, so let us give a complete rigorous proof. First of all, note that \( D_0 = U_\alpha(bB(H_0)) = V_\alpha(bB(H_0)) \) for one (hence all) \( \alpha > 0 \). Then, the integral appearing in (2.15) is well defined, i.e. are finite (because \( \varphi \in V_\alpha(bB(H_0)) \)) and do not depend on \( \nu \)-classes because of the general argument invoked after relation (2.2). Hence, the process \( A(t) := \varphi(Y(t)) - \varphi(Y(0)) - \int_0^t L^B \varphi(Y(s))ds, t \geq 0 \) is an (bounded) additive functional, i.e.

\[ A(t + s) = A(t) + A(s) \circ \theta(s), t, s \geq 0 \text{ a.s.} \] (2.18)

, and it is well known that such an additive functional is a martingale if and only if it has zero expectation, which means that

\[ Q_t \varphi(x) = \varphi(x) + \int_0^t Q_s(L^B \varphi)(x)ds \quad \text{for all } t \geq 0, x \in H_0. \] (2.19)

However, (2.19) holds true \( \nu \)-a.e. by (i), and because \( \varphi = V_\alpha g \) for some \( g \in bB \), \( \alpha > 0 \), and \( \mathcal{V} \) is strong Feller, it follows that \( Q_t \varphi = V_\alpha Q_t g \) is continuous. Therefore, by density, it is sufficient to show that the rhs of (2.19) is continuous in \( x \in H_0 \): if \( x_n \to x \) in \( H_0 \), then

\[
\begin{align*}
\left| \int_0^t Q_s(L^B \varphi)(x_n) - Q_s(L^B \varphi)(x) \right| &\leq \left| \int_0^t Q_s(L^B \varphi)(x_n) - e^{-\alpha s}Q_s(L^B \varphi)(x_n) \right| + \\
&\quad + \left| \int_0^t Q_s(L^B \varphi)(x) - e^{-\alpha s}Q_s(L^B \varphi)(x) \right| + \left| \int_0^t e^{-\alpha s}[Q_s(L^B \varphi)(x_n) - Q_s(L^B \varphi)(x)] \right| \\
&\leq 2|L^B \varphi|_{\infty} \int_0^t (1 - e^{-\alpha s})ds + \left| \int_0^t e^{-\alpha s}[Q_s(L^B \varphi)(x_n) - Q_s(L^B \varphi)(x)] \right| \\
&\quad = 2|L^B \varphi|_{\infty} \int_0^t (1 - e^{-\alpha s})ds + \\
&\quad + \left| e^{-\alpha s}[V_\alpha Q_t(L^B \varphi)(x_n) - V_\alpha Q_t(L^B \varphi)(x)] - [V_\alpha(L^B \varphi)(x_n) - V_\alpha(L^B \varphi)(x)] \right|,
\end{align*}
\]

where for the last equality we used the formula \( e^{-\alpha t}V_\alpha Q_t f = V_\alpha f - \int_0^t e^{-\alpha s}Q_s f ds \) for all bounded \( f \). Now, using the strong Feller property of \( \mathcal{V} \), let \( n \) tend to infinity and then \( \alpha \) to 0 in order to obtain the claim.

(iii). This assertion follows similarly to the weak existence part from the proof of Theorem 1.3, (i), with the mention that \( f(\varphi_k) \in D(L^B) \) and \( L^B(f(\varphi_k)) = L^B(f(\varphi_k)) \) for all twice differentiable functions \( f \) with continuous derivatives, since (2.16) and (2.17) remain true with the same justification.
(iv). The proof of the last statement is similar to the proof of Theorem 1.3, (ii.3), once we show that
\[ \int_0^t Q_{s+\varepsilon} |\tilde{F}_0| (x) ds < \infty \]
for all \( t, \varepsilon > 0 \) and \( x \in H_0 \setminus M \). By [Pr 05], Theorem 39, we have that
\[ |P_s|_{L^q(P)} \leq e^{qI(B)\frac{\varepsilon}{2}} \]
for all \( 1 \leq q < \infty \), hence by Hörmander inequality we get
\[ Q_{s+\varepsilon} |\tilde{F}_0| (x) \leq e^{qI(B)\frac{\varepsilon}{2}} (P_{s+\varepsilon} |\tilde{F}_0| (x)) \]
for all \( 1 < q < \infty \), \( \frac{1}{q} + \frac{1}{q^*} = 1 \). This means that for
\( q \) small enough, \( |\tilde{F}_0|^q \in L^p(\nu) \) for some \( p > 1 \), and we can conclude just like in the proof
of Theorem 1.3, (ii.3), using the Harnack inequality (1.2) for \( (P_t)_{t \geq 0} \).

\[ \Box \]
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3 Appendix: a brief overview of right processes

Throughout this section we follow mainly the terminology of [BeBo 04a], but we also
heavily refer to the classical works [BlGe 68], [Sh 88]; see also the references therein.

Let \( (E, \mathcal{B}) \) be a Lusin measurable space. We denote by \( (b)\mathcal{B} \) the set of all numerical,
(bounded) positive \( \mathcal{B} \)-measurable functions on \( E \). Throughout, by \( \mathcal{U} = (U_\alpha)_{\alpha > 0} \) we denote
a resolvent family of (sub-)Markovian of kernels on \( (E, \mathcal{B}) \). If \( \beta > 0 \), we set \( \mathcal{U}_\beta := (U_\alpha + \beta)_{\alpha > 0} \).

Definition 3.1. A \( \mathcal{B} \)-measurable function \( v : E \to \mathbb{R}_+ \) is called excessive (w.r.t. \( \mathcal{U} \)) if
\[ \alpha U_\alpha v \leq v \]
for all \( \alpha > 0 \) and sup \( \alpha U_\alpha v = v \) point-wise; by \( \mathcal{E}(\mathcal{U}) \) we denote the convex cone
of excessive functions w.r.t. \( \mathcal{U} \).

If a \( \mathcal{B} \)-measurable function \( w : E \to \mathbb{R}_+ \) is merely \( \mathcal{U}_\beta \)-supermedian (i.e. \( \alpha U_\alpha + \beta w \leq w \)
for all \( \alpha > 0 \)), then its \( \mathcal{U}_\beta \)-excessive regularization \( \hat{w} \in \mathcal{E}(\mathcal{U}) \) is defined as \( \hat{w} := \sup \alpha U_\alpha w \).

\( (\text{H}') \) Throughout this section we assume that \( \mathcal{E}(\mathcal{U}_\beta) \) is min stable, contains the constant
functions, and generates \( \mathcal{B} \) for one (hence all) \( \beta > 0 \).

Remark 3.2. (i) \( (\text{H}') \) is a minimal requirement, which is automatically satisfied if there
exists a right process associated to \( \mathcal{U} \); see Definition 3.7 below.

(ii) By Corollary 2.3 from [BeRö 11a], \( (\text{H}') \) is equivalent with the existence of a vector
lattice \( \mathcal{C} \subset b\mathcal{B} \) satisfying (i)-(iii) of our main condition \( (\text{H}) \) from the beginning of
Section 2.

Definition 3.3. (i) The fine topology on \( E \) (associated with \( \mathcal{U} \)) is the coarsest topology
on \( E \) such that every \( \mathcal{U}_q \)-excessive function is continuous for some (hence all) \( q > 0 \).

(ii) A topology \( \tau \) on \( E \) is called natural if it is a Lusin topology which is coarser than the
fine topology, and whose Borel \( \sigma \)-algebra is \( \mathcal{B} \).

Remark 3.4. The necessity of considering natural topologies comes from the fact that, in
general, the fine topology is neither metrizable, nor countably generated; see also Corollary
3.10 below.
There is a convenient class of natural topologies to work with (as we do in Section 2), especially when the aim is to construct a right process associated to $\mathcal{U}$ (see Definition 3.7). These topologies are called Ray topologies, and are defined as follows.

**Definition 3.5.**  
(i) If $\beta > 0$ then a Ray cone associated with $\mathcal{U}_\beta$ is a cone $\mathcal{R}$ of bounded $\mathcal{U}_\beta$-excessive functions which is separable in the supremum norm, min-stable, contains the constant function 1, generates $\mathcal{B}$, and such that $U_\alpha((\mathcal{R} - \mathcal{R})_+) \subset \mathcal{R}$ for all $\alpha > 0$.

(ii) A Ray topology on $E$ is a topology generated by a Ray cone.

**Remark 3.6.**  
(i) Clearly, any Ray topology is a natural topology.

(ii) By e.g. [BeBo 04a], Proposition 1.5.1, [BeBoRö 06] for the non-transient case, or [BeRö 11a], Proposition 2.2, a Ray cone always exists and may be constructed as follows: start with a countable subset $A_0 \subset p\mathcal{B}$ which separates the points of $E$, and define inductively

$$
\mathcal{R}_0 := U_\beta(A_0) \cup \mathbb{Q}_+ \\
\mathcal{R}_{n+1} := \mathbb{Q}_+ \cdot \mathcal{R}_n \cup \left( \sum_f \mathcal{R}_n \right) \cup \left( \bigwedge_f \mathcal{R}_n \right) \cup \left( \bigcup_{\alpha \in \mathbb{Q}_+} U_\alpha(\mathcal{R}_n) \right) \cup U_\beta((\mathcal{R}_n - \mathcal{R}_n)_+),
$$

where by $\sum_f \mathcal{R}_n$ resp. $\bigwedge_f \mathcal{R}_n$ we denote the space of all finite sums (resp. infima) of elements from $\mathcal{R}_n$. Then, a Ray cone $\mathcal{R}$ is obtained by taking the closure of $\bigcup_n \mathcal{R}_n$ w.r.t. the supremum norm.

**Right processes.** Let now $X = (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, (X(t))_{t \geq 0}, (\theta(t))_{t \geq 0}, (\mathbb{P}^x)_{x \in E})$ be a normal Markov process with state space $E$. In spite of the applications considered in this paper, but also in order to avoid the lifetime formalism, we assume that $X$ has infinite lifetime in $E$; otherwise, there is a standard way of adding a cemetery point $\Delta$ to $E$, and develop the forthcoming theory on $E \cup \{\Delta\}$; see [BlGe 68], [Sh 88], or [BeBo 04a].

We assume that $X$ has resolvent $\mathcal{U}$, i.e. for all $f \in \mathbb{B}$ and $\alpha > 0$

$$
U_\alpha f(x) = \mathbb{E}^x \left\{ \int_0^\infty e^{-\alpha t} f(X(t)) dt \right\}, \quad x \in E.
$$

For each probability measure $\mu$ on $(E, \mathcal{B})$ we associate the probability $\mathbb{P}^\mu(A) := \int \mathbb{P}^x(A) \mu(dx)$ for all $A \in \mathcal{F}$, and we consider the following enlarged filtration

$$
\tilde{\mathcal{F}}_t := \bigcap_\mu \mathcal{F}^\mu_t, \quad \tilde{\mathcal{F}} := \bigcap_\mu \mathcal{F}^\mu,
$$

where $\mathcal{F}^\mu$ is the completion of $\mathcal{F}$ under $\mathbb{P}^\mu$, and $\mathcal{F}^\mu_t$ is the completion of $\mathcal{F}_t$ in $\mathcal{F}^\mu$ w.r.t. $\mathbb{P}^\mu$; in particular, $(x, A) \mapsto \mathbb{P}^x(A)$ is assumed to be a kernel from $(E, \mathcal{B}^\mu)$ to $(\Omega, \mathcal{F})$, where $\mathcal{B}^\mu$ denotes the $\sigma$-algebra of all universally measurable subsets of $E$.

**Definition 3.7.** The Markov process $X$ is called a right (Markov) process if the following additional hypotheses are satisfied:
(i) The filtration \((\mathcal{F}_t)_{t \geq 0}\) is right continuous and \(\mathcal{F}_t = \tilde{\mathcal{F}}_t, t \geq 0\).

(ii) For one (hence all) \(\alpha > 0\) and for each \(f \in \mathcal{E}(\mathcal{U}_\alpha)\) it holds that \(f(X)\) is a process with right continuous paths \(\mathbb{P}^x\)-a.s. for all \(x \in E\).

(iii) There exists a natural topology on \(E\) with respect to which the paths of \(X\) are \(\mathbb{P}^x\)-a.s. right continuous for all \(x \in E\).

Remark 3.8. (i) By [Sh 88], Theorem 7.4, condition (ii) of the previous definition is sufficient to be checked on functions \(f\) of the form \(U_\alpha g\), for all \(g\) bounded and continuous (w.r.t. a natural topology).

(ii) We emphasize that Definition 3.7 uses no a priori topology on \(E\), which is endowed merely with the \(\sigma\)-algebra \(\mathcal{B}\). It is the resolvent \(U\) which provides the topology, namely the fine topology; in spite of Remark 3.4 also, this is why it is of interest to consider Markov processes which have path-continuity properties w.r.t. natural topologies; see also Remark 3.11 below.

According to [BlGe 68], Chapter II, Theorem 4.8, or [Sh 88], Proposition 10.8 and Exercise 10.18, Definition 3.7 leads to a key probabilistic understanding of the fine topology, namely:

**Theorem 3.9.** If \(X\) is a right process, then a universally \(\mathcal{B}\)-measurable function \(f\) is finely continuous if and only if \((f(X(t)))_{t \geq 0}\) has \(\mathbb{P}^x\)-a.s. right continuous paths for all \(x \in E\).

**Corollary 3.10.** If \(X\) is a right process, then it has a.s. right continuous paths w.r.t. any natural topology on \(E\).

**Proof.** Since a natural topology is countably generated, i.e. it is the initial topology of a countable family of functions, the statement follows by Theorem 3.9.

**Remark 3.11.** When we are given a certain topology \(\tau\) on \(E\) whose Borel \(\sigma\)-algebra is \(\mathcal{B}\), it is a separate issue to determine if \(\tau\) is natural, in which case, any right process would have a.s. right continuous paths w.r.t. \(\tau\). We deal with this problem, in general and concrete situations, in the main body of this paper.

In view of Definition 1.8, (iii), let us recall what a polar set is, from both analytic and probabilistic perspectives.

**Definition 3.12.** (i) If \(u \in \mathcal{E}(\mathcal{U}_\alpha)\) and \(A \in \mathcal{B}\), then the \(\alpha\)-order reduced function of \(u\) on \(A\) is given by

\[
R^A_\alpha u = \inf\{v \in \mathcal{E}(\mathcal{U}_\alpha) : v \geq u \text{ on } A\}.
\]

\(R^A_\alpha u\) is merely supermedian w.r.t \(\mathcal{U}_\alpha\), and we denote by \(B^A_\alpha u = \hat{R}^A_\alpha u\) its excessive regularization, called the balayage of \(u\) on \(A\).

(ii) A set \(A \in \mathcal{B}\) is called polar if \(B^A_\alpha 1 = 0\).

The following fundamental identification due to G.A. Hunt holds (see e.g. [DeMe 78]):
Theorem 3.13. If \( X \) is a right process, then for all \( u \in \mathcal{E}(\mathcal{U}_\alpha) \) and \( A \in \mathcal{B} \)

\[
B_\alpha A u = \mathbb{E}^x \{ e^{-\alpha T_A} u(X(T_A)) \},
\]

where \( T_A := \inf \{ t > 0 : X(t) \in A \} \). In particular, \( A \) is polar if and only if \( \mathbb{P}^x(T_A < \infty) = 0 \) for all \( x \in E \).

Without further conditions, the assumption (H’) from the beginning of this section, although necessary, is not sufficient to ensure the existence of a right process associated with \( \mathcal{U} \) (see Corollary 3.16). Nevertheless, there is always a larger space on which such a process exists, and let us briefly recall its construction.

We denote by \( \text{Exc}(\mathcal{U}_\beta) \) the set of all \( \mathcal{U}_\beta \)-excessive measures (\( \xi \in \text{Exc}(\mathcal{U}_\beta) \) if and only if \( \xi \) is a \( \sigma \)-finite measure on \( M \) and \( \xi \circ \alpha U_{\alpha+\beta} \leq \xi \) for all \( \alpha > 0 \)).

Definition 3.14. Let \( \beta > 0 \).

(i) \( \text{Exc}(\mathcal{U}_\beta) \) denotes the set of all \( \mathcal{U}_\beta \)-excessive measures: \( \xi \in \text{Exc}(\mathcal{U}_\beta) \) if and only if \( \xi \) is a \( \sigma \)-finite measure on \( M \) and \( \xi \circ \alpha U_{\alpha+\beta} \leq \xi \) for all \( \alpha > 0 \).

(ii) The energy functional associated with \( \mathcal{U}_\beta \) is \( L^\beta : \text{Exc}(\mathcal{U}_\beta) \times \mathcal{E}(\mathcal{U}_\beta) \rightarrow \mathbb{R}_+ \) given by

\[
L^\beta(\xi, v) := \sup \{ \mu(v) : \mu \text{ is a } \sigma \text{-finite measure, } \mu \circ U_{\beta} \leq \xi \}
\]

(iii) The saturation of \( E \) (with respect to \( \mathcal{U}_\beta \)) is the set \( E_1 \) of all extreme points of the set \( \{ \xi \in \text{Exc}(\mathcal{U}_\beta) : L^\beta(\xi, 1) = 1 \} \).

The map \( E \ni x \mapsto \delta_x \circ U_{\beta} \in \text{Exc}(\mathcal{U}_\beta) \) is an embedding of \( E \) into \( E_1 \) and every \( \mathcal{U}_{\beta} \)-excessive function \( v \) has an extension \( \tilde{v} \) to \( E_1 \), defined as \( \tilde{v}(\xi) := L^\beta(\xi, v) \). The set \( E_1 \) is endowed with the \( \sigma \)-algebra \( \mathcal{B}_1 \) generated by the family \( \{ \tilde{v} : v \in \mathcal{E}(\mathcal{U}_\beta) \} \). In addition, as in [BeBoRö 06], sections 1.1 and 1.2., there exists a unique resolvent of kernels \( \mathcal{U}_1 = (U_\alpha^1)_{\alpha > 0} \) on \( (E_1, \mathcal{B}_1) \) which is an extension of \( \mathcal{U} \) in the sense of Definition 1.9, and it satisfies the assumption (H’) from the beginning of this section; more precisely, it is given by

\[
U_\alpha^1 f(\xi) = L^\beta(\xi, U_\alpha(f|_M)) \text{ for all } f \in \text{bp}\mathcal{B}_1, x \in M_1, \alpha > 0.
\]

Note that \( (E_1, \mathcal{B}_1) \) is a Lusin measurable space, the map \( x \mapsto \delta_x \circ U_{\beta} \) identifies \( E \) with a subset of \( E_1, E \in \mathcal{B}_1 \) and \( \mathcal{B} = \mathcal{B}_1|_E \).

We end this section with the following key result on which our work from Section 2 heavily relies on (cf. (2.3) from [BeRö 11a], sections 1.7 and 1.8 in [BeBo 04a], Theorem 1.3 from [BeBoRö 06], and section 3 in [BeBoRö 06a]):

Theorem 3.15. There is always a right process on the saturation \( (E_1, \mathcal{B}_1) \), associated with \( \mathcal{U}^1 \). Moreover, the following assertions are equivalent:

(i) There exists a right process on \( E \) associated with \( \mathcal{U} \).

(ii) The set \( E_1 \setminus E \) is polar (w.r.t. \( \mathcal{U}_1 \)).
We give now a simple example of a strong Feller transition function on a one dimensional space, whose resolvent satisfies hypothesis (H') but does not have associated a right process.

**Corollary 3.16.** Let \((P_t)_{t \geq 0}\) be the 1-dimensional Gaussian semigroup, i.e., the transition function of the real valued Brownian motion. Let \(E := \mathbb{R} \setminus \{0\}\) and consider the restriction \(V\) of \(U\) from \(\mathbb{R}\) to \(E\) (which is possible because \(U_\alpha(1_{\{0\}}) \equiv 0, \alpha > 0\)). Then \(V\) is \(C^\infty_b\)-strong Feller (i.e. each kernel \(V_\alpha\) maps bounded functions to \(C^\infty_b\)-functions), it satisfies (H'), and there is no right process on \(E\) with resolvent \(V\).

**Proof.** Clearly, the semigroup \((P_t)_{t \geq 0}\) is \(C^\infty_b\)-strong Feller. Consequently, so is its resolvent \(U\), which in addition satisfies (H') and \(V\) preserves the same properties. Further, we can argue as in [BeRö 11a], the Example at page 849. One can easily see that \(Exc(U_1) = Exc(V_1)\) and that \(\delta_0 \circ U_1\) is extremal in \(Exc(U_1)\). Therefore, if \(E_1\) is the saturation of \(E\) then we have the embeddings \(E \subset \mathbb{R} \subset E_1\) and \(U = U_1|_{\mathbb{R}}\). Now, if \(V\) admits a right process on \(E\), by Theorem 3.15 we have that the set \(\{0\}\) is polar w.r.t. \(U\). But by Theorem 3.13 it means that the real valued Brownian motion never hits 0, which is of course wrong. 
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