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Abstract

We consider a Fisher–KPP-type equation, where both diffusion and
nonlinear part are nonlocal, with anisotropic probability kernels. Under
minimal conditions on the coefficients, we prove existence, uniqueness,
and uniform space-time boundedness of the positive solution. We inves-
tigate existence, uniqueness, and asymptotic behavior of monotone trav-
eling waves for the equation. We also describe the existence and main
properties of the front of propagation.
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1 Introduction
We will deal with the following nonlinear nonlocal evolution equation

∂u

∂t
(x, t) = κ+(a+ ∗ u)(x, t)−mu(x, t)− κ−u(x, t)(a− ∗ u)(x, t) (1.1)

with a bounded initial condition u(x, 0) = u0(x), x ∈ Rd, d ≥ 1. Constants
m,κ± are assumed to be positive, and (a± ∗ u)(x, t) mean the convolutions
(in x) between u and nonnegative integrable probability kernels a±(x); namely,

(a± ∗ u)(x, t) =

∫
Rd
a±(x− y)u(y, t)dy,

∫
Rd
a±(x) dx = 1.

The equation (1.1) first appeared, probably, in [27] (a ‘crabgrass model’),
for κ+a+ = κ−a−, and later in [8] (a model of spatial ecology), for different
kernels. The meaning of u(x, t) is the (approximate) value of the local density
of a system in a point x ∈ Rd at a moment of time t ≥ 0. A short review
for the history of derivation of (1.1) see in Section 6 below. This equation
was considered as a spatial (nonhomogeneous) version of the classical logistic
(Verhulst) equation

du

dt
= (κ+ −m)u(t)− κ−(u(t))2, (1.2)

corresponding to u(x, t) = u(t), x ∈ Rd. Of course, in the original logistic model
one needs to assume that κ+ > m; then (1.2) has two stationary solutions:
unstable u = 0 and stable u = κ+−m

κ− . For κ+ ≤ m, (1.2) has the unique
stationary stable solution u = 0.

The equation (1.1) can be rewritten as follows:

∂u

∂t
(x, t) = (La+u)(x, t) + F (u, a− ∗ u)(x, t), (1.3)

where, for a bounded function v on Rd, the operator

(La+v)(x) = κ+

∫
Rd
a+(x− y)[v(y)− v(x)] dy (1.4)

describes the so-called nonlocal diffusion, see e.g. [4] and references below, and
F is a bilinear mapping on bounded functions, given by

F (v1, v2)(x) = κ−v1(x)
(
θ − v2(x)

)
, θ =

κ+ −m
κ−

. (1.5)
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For the known results about (1.3), one can refer to [33, 34, 41] in the general
case; to [62, 76, 81] in the case θ > 0, i.e. κ+ > m, see also details below; and
to [72,73] for κ+ = m.

The equation (1.3) may be addressed to a doubly nonlocal Fisher–KPP equa-
tion. Recall that the classical Fisher–KPP (Kolmogorov–Petrovski–Piskunov)
equation in Rd goes back to [40,49] and has the form

∂u

∂t
(x, t) = ∆u(x, t) + f

(
v(x, t)

)
, (1.6)

see the seminal paper [6]. Here ∆ is the Laplace operator on Rd, and f is
a nonlinear monostable function on R: namely, let θ > 0, cf. (1.5), then we
assume that f(0) = f(θ) = 0, f ′(0) > 0, f ′(θ) < 0; for example,

f(s) = κ−s(θ − s), s ≥ 0. (1.7)

The Fisher–KPP equation may be informally obtained from (1.3) under two
scaling procedures. Namely, let∫

Rd
a+(y)(|yi|+ |yi|2) dy <∞,

∫
Rd
a+(y)yi dy = 0, 1 ≤ i ≤ d,

and consider the scaling (for small ε > 0)

a+(x) 7→ a+
ε (x) := ε−da+(ε−1x), x ∈ Rd, κ+ 7→ ε−2. (1.8)

Then, we will get

(La+
ε
v)(x) = ε−2

∫
Rd
a+(y)[v(εy + x)− v(x)] dy

=
1

2

∫
Rd
a+(y)

(
v′′(x)y, y

)
Rd dy + o(ε) = α∆v(x) + o(ε),

where (·, ·)Rd is the scalar product on Rd, and α = 1
2

∫
Rd a

+(y)y2
1 dy.

As a result, we will get the following nonlocal Fisher–KPP equation

∂u

∂t
= α∆u+ F (u, a− ∗ u). (1.9)

For the theory of such equations with different mappings F ‘similar’ to (1.5),
see e.g. [1, 3, 5, 7, 21,31,32,43–45,58] and some details below.

On the other hand, the scaling

a− 7→ a−ε (x) = ε−da(ε−1x) (1.10)

yields F (v, a−ε ∗ v) → f(v), ε → 0, where f is given by (1.7). Hence one gets
from (1.3) the another nonlocal Fisher–KPP equation

∂u

∂t
= La+u+ f(u). (1.11)

For a general monostable f as above, this equation was considered in e.g. [2,10,
14–17,19,20,42,48,54,66,70,80], see also some details below.
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Combination of the both considered scalings produces hence the classical
Fisher–KPP equation (1.6), with f given by (1.7), from the equation (1.3). It
should be stressed, however, that we do not state that solutions to (1.3) converge
to solutions to (1.9), (1.11), or (1.6). Up to our knowledge, a convergence of
solutions to (1.9) or (1.11) to the solutions to (1.6) was not considered rigorously
in the literature as well.

Of course, there are a lot of generalisations for the equations (1.3), (1.9),
(1.11): the monostable-type function f may depend on time and space variables
(e.g. nonlocal reaction-diffusion equation in a periodic media), the mapping F
may include a convolution in time or just a time-delay, and many others. For
some recent generalisations, see e.g. [5,18,24,46,48,54,55,61,65,67–70,74,79,83].

Let us formulate the main problems traditionally addressed to the equations
above.

(P1) Existence and uniqueness of solutions in Banach spaces of functions on
Rd, e.g. in L∞(Rd), Cub(Rd) (the space of uniformly continuous functions
with sup-norm), or L1(Rd).

(P2) Uniform in time bounds for the norms of the solutions in the Banach
spaces.

(P3) Existence and stability of stationary solutions.

(P4) Existence, uniqueness and properties of the traveling waves: solutions
of the special form u(x, t) = ψ(x · ξ − ct), where ψ is a function on R
called the profile of the wave, ξ belongs to the unit sphere Sd−1 in Rd,
x · ξ = (x, ξ)Rd , and c ∈ R describes the speed of the wave. Depending on
the class of functions ψ the question may be referred to decaying waves,
bounded waves etc.

(P5) Existence and time-behavior of the front of propagation, i.e. a set Γt =
Rd\(Ct∪Ot), such that for any xt ∈ Ct, the values of u(xt, t) will converge
(as t → ∞) to the upper stationary solution (θ in the notations above),
whereas, for any yt ∈ Ot, the values of u(yt, t) will converge to the low
stationary solution (i.e. to 0).

We present now an overview of our results concerning the problems (P1)–
(P5) for the equation (1.1)/(1.3), and compare them with the existing results
in the literature, including some information about ‘partially local’ equations
(1.9) and (1.11).

Problem (P1) We will study (1.1) in the spaces Cub(Rd) and L∞(Rd).
To get an answer on the problem (P1), one does not need any further assump-
tions on parameters m,κ± > 0 and probability kernels 0 ≤ a± ∈ L1(Rd) (see
Theorem 2.2 and Remark 2.3). We use standard fixed point arguments, which
take into account, however, the negative sign before a− in (1.1). The solution
hence may be constructed on a time-interval [τ, τ + ∆τ ], whereas the ∆τ de-
pends on the supremum of the solution at τ . Since the values at the moment
τ + ∆τ might be bigger, the next time-interval appears, in general, shorter.
The mentioned usage of the negative sign allows us to show that, however, the
series of the time-intervals diverges, and thus one can construct solution on an
arbitrary big time-interval.
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Problem (P2) In spite of the possible growth of the solution’s space-
supremum in time, we show (Theorem 2.7) that the solution in Cub(Rd) remains
uniformly bounded in time on [0,∞) under very weak assumptions: one needs
only that a− would be separated from zero in a neighbourhood of the origin and
that a+ would have a regular behavior at infinity, e.g. a+(x) ≤ p(|x|), where | · |
denotes the Euclidean norm in Rd and p ∈ L1(R) monotonically decays at ±∞.
This result is an analog of [45, Theorem 1.2] for the equation (1.9) (the latter
used, however, the advantages of the powerful PDE technique for the linear
part, that is absent in the our case).

The rest of our results requires additional hypotheses. For the shortness,
some of them are presented here in a more strict form than we really need
(compare them with the real assumptions (A1)–(A9) within the paper); and
surely, a particular result requires a part of the assumptions only.

(H1) 0 ≤ a± ∈ L1(Rd) ∩ L∞(Rd), and κ+ > m, i.e. θ = κ+−m
κ− > 0.

(H2) the function

Jθ := κ+a+ − θκ−a− = κ+a+ − (κ+ −m)a−

is almost everywhere (a.e., in the sequel) non-negative and it is separated
from 0 a.e. in a neighbourhood of the origin.

(H3) There exists λ > 0, such that
∫
Rd
a+(x)eλ|x| dx <∞.

Let us compare these hypotheses with existing in the literature. First, we
are working in the multi-dimensional settings, cf. [33,34,62]. We show (Proposi-
tion 4.4) how the problem (P4) may be reduced to a one-dimensional equation,
whose kernels, however, will depend on a direction ξ ∈ Sd−1. Regarding to this,
it should be emphasised, that we do not assume that a+ is symmetric; we deal
with the so-called anisotropic settings, cf. [2, 17,70] for the equation (1.11).

The hypothesis (H3) is called the Mollison condition, see [56,57]. In particu-
lar, it holds if a+ exponentially decays as |x| → ∞. The equation (1.11), under
the Mollison condition (H3), was considered in [2,10,17,20]. The corresponding
results in [76, 81] about our equation (1.1) required, however, symmetric and
quickly decaying a+; the latter meant that (H3) must hold for all λ > 0. Note
that [76] dealt with a system of equations for a multi-type epidemic model,
which is reduced in the one-type case to (1.1) with κ+a+ ≡ κ−a−. It is worth
noting also that we do not need a continuity of a+ as well.

The most restrictive, in some sense, hypothesis is (H2). It implies the com-
parison principle for the equation (1.1), cf. Theorem 3.1, Proposition 3.4. In par-
ticular, the latter states that the solution will be inside the strip 0 ≤ u(x, t) ≤ θ,
for all t > 0, provided that the initial condition u(x, 0) was inside this strip. On
the other hand, we show that (H2) is, in some sense, a necessary condition to
have a comparison principle at all; see the discussion at end of Subsection 3.1.

Problem (P3) In Subsection 3.1, we show also that u ≡ θ is a uniformly
and asymptotically stable solution, whereas u ≡ 0 is an unstable one. The
absence of non-constant stationary solutions is shown in Proposition 5.12, see
also Problem (P5) below.
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The maximum principle is considered in Subsection 3.2, cf. Theorem 3.8.
In particular, we prove that the solution to (1.1) is strictly positive, even for
a compactly supported initial condition u0(x) := u(x, 0), and lies strictly less
than θ, for any u0 6≡ θ (Proposition 3.7, Corollary 3.9).

It is worth noting that the luck of the comparison principle for the equation
(1.9) leads to a non-trivial behavior: if κ− is big enough, then the upper sta-
tionary solution u ≡ θ may not be stable, moreover, a stationary inhomogeneous
solution may exist, see [5,43], and also [7,58]; for the further results about (1.9)
without the comparison principle technique, see e.g. [3, 45]. Note also that the
hypothesis (H2) is not preserved in course of the scaling (1.8), which, recall,
produces (1.9) from (1.3): indeed, the inequality ε−2−da+(ε−1x) ≥ θκ−a−(x)
can not hold for a.a. x ∈ Rd and any ε > 0 simultaneously, as this would mean
that a− is ‘localised’ arbitrary close to the origin. This is a possible reason why
the comparison principle which we show for (1.1) loses for (1.9). However, if,
additionally, a− depends on ε as in the second scaling (1.10), the inequality in
(H2) becomes possible, provided that ε−2 > θκ−, thus the comparison principle
for the classical Fisher–KPP equation (1.6) may be informally derived from our
results.

Problem (P4) We study monotonically non-increasing traveling waves
only (i.e. the profile ψ is a non-increasing function on R). To ensure the
existence of the traveling wave solution to (1.1) in a direction ξ ∈ Sd−1 the
Mollison condition (H3) can be relaxed as follows:

(H3ξ) There exists λ > 0, such that aξ(λ) :=

∫
Rd
a+(x)eλx·ξ dx <∞.

Namely, we prove that there exists a minimal traveling wave speed c∗(ξ) ∈ R,
such that, for any c ≥ c∗(ξ), there exists a traveling wave in the direction ξ
with the speed c; and, for any c < c∗(ξ), such a traveling wave does not exist
(Theorem 4.9). We use here an abstract result from [80] and apply it to (1.1)
similarly to how it was done in [80] for (1.11). This allow us to prove the
existence of such finite c∗(ξ) without an assumption about a quick decaying of
a+ in the direction ξ; i.e. that we do not need that (H3ξ) holds, for all λ > 0,
in contrast to [76, 81]. It is worth noting that the hypothesis (H2) evidently
holds under the assumptions from [76], where κ+ = κ−, a+ = a−, as well as
it holds under the assumptions from [81], where one of the considered cases
may be rewritten in the form ∂

∂tu = Jθ ∗ u−mu+ (θ − u)κ−(a− ∗ u), which is
equivalent to (1.1).

A specific feature of the equation (1.1) is that any monotonic traveling wave
with a non-zero speed c ≥ c∗(ξ) has a smooth profile ψc ∈ C1(R), whereas, for
the travelling wave with the zero speed (which does exist, if only c∗(ξ) ≤ 0),
one can only prove that its profile ψ0 ∈ C(R) (Proposition 4.11), in contrast to
the equation (1.11), cf. [17]. This allow us to consider the equation for traveling
waves point-wise:

cψ′(s) + κ+(ǎ+ ∗ ψ)(s)−mψ(s)− κ−ψ(s)(ǎ− ∗ ψ)(s) = 0, s ∈ R, (1.12)

where kernels ǎ± are obtained by the integration of a± over the orthogonal
complement {ξ}⊥, see (4.6) below. Moreover, in Corollary 4.12, we show that
ψ is a strictly decaying function.

We study properties of the solutions to (1.12) using a bilateral-type Laplace
transform: (Lψ)(z) =

∫
R ψ(s)ezs ds, Re z > 0. To do this, we prove that any

6



solution (1.12) has a positive abscissa λ0(ψ) of this Laplace transform, i.e. that
(Lψ)(λ) < ∞, for some λ > 0 (Proposition 4.13). Moreover, in Theorem 4.22,
we prove, in particular, that λ0(ψ) is finite and bounded by λ0(ǎ+); note that
the latter abscissa will be infinite in the case of quickly decaying kernel a+, i.e.
when (H3ξ) holds, for any λ > 0. We also find in Theorem 4.22 the explicit
formula for c∗(ξ):

c∗(ξ) = inf
λ>0

κ+aξ(λ)−m
λ

,

where aξ is defined in (H3ξ); and we show that the abscissas λ0(ψc) of the
traveling waves profiles are strictly decreasing in c ≥ c∗(ξ).

Thus, for ‘exponentially decaying’ a+ (i.e. when there exists a finite supre-
mum of λ’s for which (H3ξ) does hold), it is possible the situation, when the
abscissa λ∗ = λ0(ψc∗(ξ)) of the travelling wave with the minimal possible speed
coincides with λ0(ǎ+). This case is traditionally more difficult for an analysis of
profiles’ properties, cf. e.g. [2, Theorem 3, Remark 8]. We consider this special
case in details and describe it in terms of the function a+ and the parameters
m,κ±, cf. Definition 4.19, Theorem 4.22.

The variety of possible situations demonstrates the following natural exam-
ple, cf. Example 4.21. Let

a+(x) =
αe−µ|x|

1 + |x|q
, q ≥ 0, µ > 0, (1.13)

where α is a normalising constant. Then, for any ξ ∈ Sd−1, the abscissa
λ0(ǎ+) = µ is finite. We show that the strict inequality λ∗ < µ always hold,
for q ∈ [0, 2]. Next, there exist critical values µ∗ > 0 and m∗ ∈ (0,κ+), such
that, for q > 2, one has λ∗ < µ if µ ≥ µ∗ or if µ ∈ (0, µ∗) and m ∈ (m∗,κ+).
Respectively, for q > 2, µ ∈ (0, µ∗), and m ∈ (0,m∗], we show the equality
λ∗ = µ, see Theorem 4.22.

To study the uniqueness of traveling waves, we find also the exact asymptotic
at ∞ of the profiles of traveling waves with non-zero speeds. Namely, we show
in Proposition 4.24, that, for a profile ψ corresponding to the speed c 6= 0,

ψ(t) ∼ De−λ0(ψ)t, c > c∗(ξ), ψ(t) ∼ Dt e−λ0(ψ)t, c = c∗(ξ), (1.14)

as t→∞. Here D > 0 is a constant which may be chosen equal to 1 by a shift
of ψ (see Remark 4.31). To get (1.14), one needs an additional assumption in
the critical case for the speed c = c∗(ξ); for example, in terms of the function
(1.13), this assumption does not hold for the case q ∈ (2, 3], µ ∈ (0, µ∗), m = m∗
only (Remark 4.26).

The asymptotic (1.14) was known for the equation (1.11), cf. e.g. [2,12,17].
In the two latter references, there was used a version of the Ikehara theorem
which belongs to Delange [23]. However, we have met here with the following
problem.

Both the classical Ikehara theorem (see e.g. [78]) and the Ikeraha–Delange
theorem [23] (see also [28]) dealt with functions growing on infinity to ∞.
In [12,17], the corresponding results were postulated for functions (decreasing or
increasing) which tend to 0 (on∞ or −∞, respectively). We did not find any ar-
guments why we could apply or how one could modify the proofs of Ikehara-type
theorems for such functions without proper additional assumptions. The nat-
ural assumption under which it can be realized is that the decreasing function
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ψ(s) (a traveling wave in our context) must become an increasing one, being
multiplied on an exponent eνs, for a big enough ν > 0.

Under such assumption the Ikehara-type theorems might hold true, how-
ever, one needs more to cover the aforementioned case λ∗ = µ. In this case, the
Laplace transform of ǎ+ is not analytic at its abscissa, that was a requirement
for the mentioned theorems. Therefore, we used an another modification of the
Ikehara theorem, the so-called Ikehara–Ingham theorem [71]. Under assump-
tions that a constant ν as above exists, we prove in Proposition 4.27 a version
of the Ikehara–Ingham theorem for such decreasing functions. Next, using the
ideas from [82], we show that, for any solution to (1.12) with c 6= 0, such a ν
does exist.

Note also that the technique from [2] did not require the usage of Ikehara-
type theorem, however, even for the local nonlinearity like in (1.11) it did not
work in the critical case above.

The asymptotic (1.14) allows us to prove the uniqueness of the profiles for
a traveling wave with a non-zero speed (Theorem 4.32). We follow there the
technique proposed in [12].

Problem (P5) The question of the front of propagation for the equations
(1.9), (1.11) was studied less intensively. For our equation (1.3), one can re-
fer to [62] (κ+a+ = κ−a−, see also below) and [76] (κ+a+ = κ−a−, d = 1,
quickly decaying kernels). Note that the generalization in [83] does not cover the
equation (1.3). One of the traditional way for the study of the front of propaga-
tion for integro-differential equations is the usage of the abstract Weinberger’s
results from [75] (which are going back to that for the Fisher–KPP equation
(1.6) from [6]). The information we obtained for the traveling waves allow us
to describe in more details the behavior of u(xt, t) ‘out of front’; here u is the
solution to (1.3). Namely, in Theorem 5.9, we prove that, for a proper compact
convex set Υ1, the function u(tx, t) decays exponentially in time, uniformly in
x ∈ Rd \ O, for any open O ⊃ Υ1, provided that the initial condition decays in
space quicker than any exponent (in particular, we do not require a compactly
supported initial condition).

To describe the behavior of u(tx, t), for x ∈ Υ1, we start with an adaption
of the results from [75] to our case. However, that abstract technique required
that the initial condition should be separated from 0 on a set which can not be
described explicitly (only existence of such a set was shown, cf. Lemma 5.13 and
Proposition 5.17 below). To avoid this restriction, we find, in Proposition 5.18,
an explicit sub-solution to (1.3), and, moreover, we prove, in Proposition 5.19,
that this sub-solution indeed becomes a minorant for the solution, after a finite
time. This arguments allow us to show that u(tx, t) converges to θ uniformly in
x ∈ C , for any compact C ⊂ Υ1 (Theorem 5.10, Corollary 5.11). In notations of
Problem (P5), it means informally that Γt ≈ t ∂Υ1.

As a consequence, we prove that, under additional technical assumptions,
there are not other non-negative time-stationary solutions to (1.3) except con-
stant solutions 0 and θ (Proposition 5.12).

The Mollison condition (H3ξ) is crucial: we show in Theorem 5.20 and Corol-
lary 5.21 that the absence of a λ and a ξ ∈ Sd−1 which ensure (H3ξ) leads to
an infinite speed of propagation (i.e. the compact set Υ1 above may be chosen
arbitrary big) and hence to the absence of traveling waves at all. The corre-
sponding result for (1.11) was received in [42] and it is goes back to [56, 57]
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mentioned above. The results of [62] cover Theorems 5.9, 5.10, and 5.20, for
the equation (1.3) with κ+a+ = κ−a−; however, a lot of details of the proofs
(which used completely another technique) were omitted.

To summarize, the structure of the paper is the following. In Section 2, we
study Problems (P1) and (P2); Section 3 is devoted to comparison and maxi-
mum principles, and, partially, to Problem (P3). Traveling waves, Problem (P4),
are considered in Section 4. The long-time behavior, i.e. Problem (P5), and the
rest of Problem (P3) are the topics of Section 5. In Section 6, we present some
historical comments about the derivation of the equation (1.3).

2 Existence, uniqueness, and boundedness
Let u = u(x, t) describe the local density of a system at the point x ∈ Rd, d ≥ 1,
at the moment of time t ∈ I, where I is either a finite interval [0, T ], for some
T > 0, or the whole R+ := [0,∞). The time evolution of u is given by the
following initial value problem

∂u

∂t
(x, t) = κ+(a+ ∗ u)(x, t)−mu(x, t)

− κ−u(x, t)(a− ∗ u)(x, t), x ∈ Rd, t ∈ I \ {0},
u(x, 0) = u0(x), x ∈ Rd,

(2.1)

which we will study in the class of bounded in x nonnegative functions.
Here m > 0, κ± > 0 are constants, and functions 0 ≤ a± ∈ L1(Rd) are

probability densities: ∫
Rd
a+(y)dy =

∫
Rd
a−(y)dy = 1. (2.2)

Here and below, for a function u = u(y, t), which is bounded in y ∈ Rd, and a
function (a kernel) a ∈ L1(Rd), we denote

(a ∗ u)(x, t) :=

∫
Rd
a(x− y)u(y, t)dy. (2.3)

We assume that u0 is a bounded function on Rd. For technical reasons, we
will consider two Banach spaces of bounded real-valued functions on Rd: the
space Cub(Rd) of bounded uniformly continuous functions on Rd with sup-norm
and the space L∞(Rd) of essentially bounded (with respect to the Lebesgue
measure) functions on Rd with esssup-norm. We will also use notations Cb(Rd)
and C0(Rd) for the space of bounded continuous functions and the space of
continuous functions with compact supports, correspondingly.

Let E be either Cub(Rd) or L∞(Rd). Consider the equation (2.1) in E; in
particular, u must be continuously differentiable in t, for t > 0, in the sense of
the norm in E. Moreover, we consider u as an element from the space Cb(I → E)
of continuous bounded functions on I (including 0) with values in E and with
the following norm

‖u‖Cb(I→E) = sup
t∈I
‖u(·, t)‖E .

Such solution is said to be a classical solution to (2.1); in particular, u will
continuously (in the sense of the norm in E) depend on the initial condition u0.

9



We will often use the space Cb(I → E) in the case when I = [T1, T2], T1 > 0,
as well. For simplicity of notations, we denote

XT1,T2 := Cb
(
[T1, T2]→ Cub(Rd)

)
, T2 > T1 ≥ 0,

and the corresponding norm will be denoted by ‖·‖T1,T2
. We set also XT := X0,T ,

‖ · ‖T := ‖ · ‖0,T , and
X∞ := Cb

(
R+ → Cub(Rd)

)
with the corresponding norm ‖·‖∞. The upper index ‘+’ will denote the cone
of nonnegative functions in the corresponding space, namely,

X+
] := {u ∈ X] | u ≥ 0},

where ] is one of the sub-indexes above. Finally, the corresponding sets of
functions with values in L∞(Rd) will be denoted by tilde above, e.g.

X̃T := Cb([0, T ]→ L∞(Rd)),

X̃+
T :=

{
u ∈ X̃T | u(·, t) ≥ 0, t ∈ [0, T ], a.a.x ∈ Rd

}
.

We will also omit the sub-index for the norm ‖ · ‖E in E when it is clear
whether we are working with sup- or esssup-norm.

We start with a simple lemma.

Lemma 2.1. Let a ∈ L1(Rd), f ∈ L∞(Rd). Then a ∗ f ∈ Cub(Rd). Moreover,
if v ∈ Cb(I → E), I ⊂ R+, then a ∗ v ∈ Cb(I → Cub(Rd)).

Proof. The convolution is a bounded function, as

|(a ∗ f)(x)| ≤ ‖f‖E ‖a‖L1(Rd), a ∈ L1(Rd), f ∈ E. (2.4)

Next, let an ∈ C0(Rd), n ∈ N, be such that ‖a − an‖L1(Rd) → 0, n → ∞. For
any n ≥ 1, the proof of that an ∗ f ∈ Cub(Rd) is straightforward. Next, by
(2.4), ‖a ∗ f − an ∗ f‖ → 0, n→∞. Hence a ∗ u is a uniform limit of uniformly
continuous functions that fulfilled the proof of the first statement. The second
statement is followed from the first one and the inequality (2.4).

The following theorem yields existence and uniqueness of a solution to (2.1)
on a finite time-intervals [0, T ].

Theorem 2.2. Let u0 ∈ Cub(Rd) and u0(x) ≥ 0, x ∈ Rd. Then, for any T > 0,
there exists a unique nonnegative solution u to the equation (2.1) in Cub(Rd),
such that u ∈ XT .

Proof. Let T > 0 be arbitrary. Take any 0 ≤ v ∈ XT . For any τ ∈ [0, T ),
consider the following linear equation in the space Cub(Rd) on the interval [τ, T ]:

∂u

∂t
(x, t) = −mu(x, t)− κ−u(x, t)(a− ∗ v)(x, t)

+ κ+(a+ ∗ v)(x, t), t ∈ (τ, T ],

u(x, τ) = uτ (x),

(2.5)

where 0 ≤ us ∈ Cub(Rd), s > 0, are some functions, and u0 is the same as
in (2.1). By Lemma 2.1, in the right hand side (r.h.s. in the sequel) of (2.5),
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there is a time-dependent linear bounded operator (acting in u) in the space
Cub(Rd) whose coefficients are continuous on [τ, T ]. Therefore, there exists a
unique solution to (2.5) in Cub(Rd) on [τ, T ], given by u = Φτv with

(Φτv)(x, t) := (Bv)(x, τ, t)uτ (x) +

∫ t

τ

(Bv)(x, s, t)κ+(a+ ∗ v)(x, s) ds, (2.6)

for x ∈ Rd, t ∈ [τ, T ], where we set

(Bv)(x, s, t) := exp

(
−
∫ t

s

(
m+ κ−(a− ∗ v)(x, p)

)
dp

)
, (2.7)

for x ∈ Rd, t, s ∈ [τ, T ]. Note that, in particular, (Φτv)(·, t), (Bv)(·, s, t) ∈
Cub(Rd). Clearly, (Φτv)(x, t) ≥ 0 and, for any Υ ∈ (τ, T ],

‖Φτv(·, t)‖ ≤ ‖uτ‖+ κ+(Υ− τ)‖v‖τ,Υ, t ∈ [τ,Υ], (2.8)

where we used (2.4). Therefore, Φτ maps X+
τ,Υ into itself, Υ ∈ (τ, T ].

Let now 0 ≤ τ < Υ ≤ T , and take any v, w ∈ X+
τ,Υ. By (2.6), one has, for

any x ∈ Rd, t ∈ [τ,Υ],∣∣(Φτv)(x, t)− (Φτw)(x, t)
∣∣ ≤ J1 + J2, (2.9)

where

J1 :=
∣∣(Bv)(x, τ, t)− (Bw)(x, τ, t)

∣∣uτ (x),

J2 := κ+

∫ t

τ

∣∣(Bv)(x, s, t)(a+ ∗ v)(x, s)− (Bw)(x, s, t)(a+ ∗ w)(x, s)
∣∣ ds.

Since |e−a − e−b| ≤ |a− b|, for any constants a, b ≥ 0, one has, by (2.7), (2.4),

J1 ≤ κ−(Υ− τ)‖uτ‖‖v − w‖τ,Υ. (2.10)

Next, for any constants a, b, p, q ≥ 0,∣∣pe−a − qe−b∣∣ ≤ e−a|p− q|+ qmax
{
e−a, e−b

}
|a− b|,

therefore, by (2.7), (2.4),

J2 ≤ κ+

∫ t

τ

(Bv)(x, s, t)
(
a+ ∗ |v − w|

)
(x, s) ds

+ κ+

∫ t

τ

max
{

(Bv)(x, s, t), (Bw)(x, s, t)
}

(a+ ∗ w)(x, s)

× κ−
∫ t

s

(
a− ∗ |v − w|

)
(x, r) dr ds

≤ κ+(Υ− τ)‖v − w‖τ,Υ + κ+κ−‖w‖τ,Υ‖v − w‖τ,Υ
∫ t

τ

e−m(t−s)(t− s) ds

≤ κ+
(

1 +
κ−

me
‖w‖τ,Υ

)
(Υ− τ)‖v − w‖τ,Υ, (2.11)

as re−r ≤ e−1, r ≥ 0.
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For any T2 > T1 ≥ 0, we define

X+
T1,T2

(r) :=
{
v ∈ X+

T1,T2

∣∣ ‖v‖T1,T2 ≤ r
}
, r > 0.

Take any µ ≥ ‖uτ‖. By (2.8), (2.9), (2.10), (2.11), one has, for any v, w ∈
X+
τ,Υ(r), r > 0,

∣∣(Φτv)(x, t)− (Φτw)(x, t)
∣∣ ≤ (κ−µ+ κ+ +

κ+κ−

me
r
)

(Υ− τ)‖v − w‖τ,Υ,∣∣(Φτv)(x, t)
∣∣ ≤ µ+ κ+r(Υ− τ).

Therefore, Φτ will be a contraction mapping on the set X+
τ,Υ(r) if only(

κ−µ+ κ+ +
κ+κ−

me
r
)

(Υ− τ) < 1 and µ+ κ+r(Υ− τ) ≤ r. (2.12)

Take any α ∈ (0, 1) and set

C := κ− +
κ+κ−

me
, r := µ+

ακ+

C
,

Υ := τ +
α

Cr
= τ +

α

Cµ+ ακ+
.

(2.13)

Then, the second inequality in (2.12) evidently holds (and it is just an equality),
and the first one may be rewritten as follow(

Cµ+ κ+ +
κ+κ−

me

ακ+

C

) α

Cr
< 1,

or, equivalently,

αCµ+ α2κ+κ−

me

κ+

C
< Cµ. (2.14)

To fulfil (2.14), one should choose α ∈ (0, 1) such that

α2

1− α
<

C2µme

(κ+)2κ−
. (2.15)

Since function f(α) = α2

1−α is strictly increasing on [0, 1) and f(0) = 0, one can
always choose α ∈ (0, 1) that satisfies (2.15).

As a result, choosing µ = µ(τ) > ‖uτ‖ (to include the case uτ ≡ 0) and α
that satisfies (2.15), one gets that Φτ will be a contraction on the set X+

τ,Υ(r)
with Υ and r given by (2.13); the latter set naturally formes a complete metric
space. Therefore, there exists a unique u ∈ X+

τ,Υ(r) such that Φτu = u. This u
will be a solution to (2.1) on [τ,Υ].

To fulfil the proof of the statement, one can do the following. Set τ := 0,
choose any µ1 > ‖u0‖ and fix an α that satisfies (2.15) with µ = µ1. One gets
a solution u to (2.1) on [0,Υ1] with Υ1 = α

Cµ1+ακ+ , ‖u‖Υ1 ≤ µ1 + ακ+

C .
Iterating this scheme, take sequentially, for each n ∈ N, τ := Υn, uΥn(x) :=

u(x,Υn), x ∈ Rd,

µn+1 := µn +
ακ+

C
≥ ‖uΥn‖.
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Since µn+1 > µn, the same α as before will satisfy (2.15) with µ = µn+1 as well.
Then, one gets a solution u to (2.1) on [Υn,Υn+1] with initial condition uΥn ,
where

Υn+1 := Υn +
α

Cµn+1 + ακ+
,

and

‖u‖Υn,Υn+1
≤ µn+1 +

ακ+

C
= µn+2.

As a result, we will have a solution u to (2.1) on intervals [0,Υ1], [Υ1,Υ2], . . . ,
[Υn,Υn+1], n ∈ N, where µn+1 = µ1 + nακ

+

C , and, thus,

Υn+1 := Υn +
α

Cµ1 + (n+ 1)ακ+
. (2.16)

By Lemma 2.1, the r.h.s. of (2.1), will be continuous on each of constructed
time-intervals, therefore, one has that u is continuously differentiable on (0,Υn+1]
and solves (2.1) there. By (2.16),

Υn+1 :=

n+1∑
j=1

α

Cµ1 + jακ+
→∞, n→∞,

therefore, one has a solution to (2.1) on any [0, T ], T > 0.
To prove uniqueness, suppose that v ∈ XT is a solution to (2.1) on [0, T ],

with v(x, 0) ≡ u0(x), x ∈ Rd. Choose µ1 > ‖v‖T ≥ ‖u0‖. Since {µn}n∈N above
is an increasing sequence, v will belong to each of sets X+

Υn,Υn+1
(µn+1), n ≥ 0,

Υ0 := 0, considered above. And, being solution to (2.1) on each [Υn,Υn+1],
v will be a fixed point for ΦΥn . By the uniqueness of such point, v coincides
with u on each [Υn,Υn+1] and, thus, on the whole [0, T ].

Remark 2.3. The statement of Theorem 2.2 holds true for solutions in L∞(Rd)
with u ∈ X̃T : the proof will be mainly identical. See also [33, Theorem 4.1].

Consider the following quantity

θ :=
κ+ −m

κ−
∈ R. (2.17)

Theorem 2.2 has a simple corollary:

Corollary 2.4. Let t0 ≥ 0 be such that the solution ut to (2.1) is a constant
in space at the moment of time t0, namely, ut0(x) ≡ ut0 ≥ 0, x ∈ Rd. Then
this solution will be a constant in space for all further moments of time, more
precisely,

u(x, t) = u(t) =
ut0

ut0gθ(t) + exp(−θκ−t)
≥ 0, x ∈ Rd, t ≥ t0, (2.18)

where

gθ(t) =


1− exp(−θκ−t)

θ
, θ 6= 0,

κ−t, θ = 0,
t ≥ t0.

In particular, u(t)→ max{0, θ}, t→∞.
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Proof. First of all, we note that in the proof of Theorem 2.2 we proved that the
problem (2.1) has a unique solution. Next, straightforward calculations show
that (2.18) solves (2.1) for τ = t0, that implies the first statement. The last
statement is also straightforward then.

Remark 2.5. Note that (2.18) solves the classical logistic equation, cf. (1.2):

d

dt
u(t) = κ−u(t)(θ − u(t)), t > t0, u(t0) = ut0 ≥ 0. (2.19)

By Lemma 2.1, the mapping A+v = κ+a+ ∗ v defines a linear operator
on Cub(Rd), which is evidently bounded: by (2.4) and A+1 = κ+, one has
‖A+‖ = κ+. Then a solution u to (2.1) satisfies the following equation

u(x, t) = e−tmetA
+

u0(x)−
∫ t

0

e−(t−s)me(t−s)A+

κ−u(x, s)(a− ∗ u)(x, s) ds.

Therefore, u(x, t) ≥ 0 implies u(x, t) ≤ e−tmetA
+

u0(x), x ∈ Rd, t ≥ 0; and
hence, by Theorem 2.2, 0 ≤ u0 ∈ Cub(Rd) yields

‖u(·, t)‖ ≤ e(κ+−m)t‖u0‖, t ≥ 0. (2.20)

In particular, for m > κ+, the solution u(x, t) to (2.1) exponentially quickly
in t tends to 0, uniformly in x ∈ Rd.

We proceed now to show that, in fact, the solution to (2.1) is uniformly
bounded in time on the whole R+, provided that the kernel a− does not degen-
erate in a neighborhood of the origin and a+ has an integrable decay at ∞.

Let 11A be the indicator function of a measurable set A ⊂ Rd. Recall that
the sequence fn ∈ L∞loc(Rd) is said to be convergent to f ∈ L∞loc(Rd) locally
uniformly if 11Λfn → 11Λf in L∞(Rd), n → ∞, for any compact Λ ⊂ Rd. We
denote this convergence by fn

loc
==⇒ f . We will use the same notation to say

that, for some T > 0 and vn, v ∈ L∞loc(Rd × [0, T ]), one has 11Λvn → 11Λv in
L∞(Rd × [0, T ]), for any compact Λ ⊂ Rd.

We start with a simple statement useful for the sequel.

Lemma 2.6. Let a ∈ L1(Rd), {fn, f} ⊂ L∞(Rd), ‖fn‖ ≤ C, for some C > 0,
and fn

loc
==⇒ f . Then a ∗ fn

loc
==⇒ a ∗ f .

Proof. Let {am} ⊂ C0(Rd) be such that ‖am − a‖L1(Rd) → 0, m → ∞, and
denote Am := supp am. Note that, there exists D > 0, such that ‖am‖L1(Rd) ≤
D, m ∈ N. Next, for any compact Λ ⊂ Rd,

|11Λ(x)(am ∗ (fn − f))(x)| ≤
∫
Rd

11Am(y)11Λ(x)|am(y)||fn(x− y)− f(x− y)| dy

≤ ‖am‖L1(Rd)‖11Λm(fn − f)‖ → 0, n→∞,

for some compact Λm ⊂ Rd. Next,

‖11Λ(a ∗ (fn − f))‖ ≤ ‖11Λ(am ∗ (fn − f))‖+ ‖11Λ((a− am) ∗ (fn − f))‖
≤ ‖11Λm(fn − f)‖+ (C + ‖f‖)‖a− am‖L1(Rd),

and the second term may be arbitrary small by a choice of m.
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The next theorem is an adaptation of [45, Theorem 1.2].
Below, | · | = | · |Rd denotes the Euclidean norm in Rd, Br(x) is a ball in

Rd with the center at x ∈ Rd and the radius r > 0; and br is a volume of this
ball. Consider also, for any z ∈ Zd, q > 0, a hypercube in Rd with the center at
2qz ∈ Rd and the side 2q:

Hq(z) := {y ∈ Rd | 2ziq − q ≤ yi ≤ 2ziq + q, i = 1, . . . , d}.

Theorem 2.7. Suppose that there exists r0 > 0 such that

α := inf
|x|≤r0

a−(x) > 0. (2.21)

Suppose also that, for some q ∈
(
0, r0

2
√
d

]
,

a+
q :=

∑
z∈Zd

sup
x∈Hq(z)

a+(x) <∞ (2.22)

(e.g. let, for some ε > 0, A > 0, one has a+(x) ≤ A
1+|x|d+ε , for a.a. x ∈ Rd).

Then, the solution u ≥ 0 to (2.1), with 0 ≤ u0 ∈ Cub(Rd), belongs to X∞.

Proof. If m ≥ κ+ then the statement is trivially followed from (2.20). Suppose
that m < κ+ and rewrite (2.1) in the form

∂

∂t
u(x, t) = (La+u)(x, t) + κ−u(x, t)

(
θ − (a− ∗ u)(x, t)

)
, (2.23)

where θ =
κ+ −m

κ−
> 0 and the operator La+ acts in x and is given by (1.4).

It is easily seen that Hq(z) ⊂ Bq
√
d(2qz), z ∈ Zd, q > 0. Take any q ≤ r0

2
√
d

such that (2.22) holds, and set r = q
√
d ≤ r0

2 . Define

v(x, t) := (11Br(0) ∗ u)(x, t) =

∫
Br(x)

u(y, t) dy. (2.24)

By Lemma 2.1, Theorem 2.2, (2.20), 0 ≤ v ∈ XT , T > 0, and

‖v(·, t)‖ ≤ bre(κ+−m)t‖u0‖, t ≥ 0.

Note that, by (1.4),

La+v = κ+a+ ∗ 11Br(0) ∗ u− κ+11Br(0) ∗ u = 11Br(0) ∗ (La+u).

Therefore,

∂

∂t
v(x, t)− (La+v)(x, t) =

(
11Br(0) ∗

∂

∂t
u
)

(x, t)−
(
11Br(0) ∗ (La+u)

)
(x, t)

=κ−
∫
Br(x)

u (y, t)
(
θ − (a− ∗ u) (y, t)

)
dy. (2.25)

By (2.24), one has ‖v(·, 0)‖ ≤ br‖u0‖. Set

M > max
{
br ‖u0‖ ,

θ

α

}
. (2.26)
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First, we will prove that

‖v(·, t)‖ ≤M, t ≥ 0. (2.27)

On the contrary, suppose that there exists t′ > 0 such that ‖v(·, t′)‖ > M .
By (2.24) and Lemma 2.1, ‖v(·, t)‖ is continuous in t. Next, since ‖v(·, 0)‖ < M ,
there exists t0 > 0 such that ‖v(·, t0)‖ = M and ‖v(·, t)‖ < M , for all t ∈ [0, t0).

Consider the sequence {xn} ⊂ Rd such that v(xn, t0)→M , n→∞. Define
the following functions:

un(x, t) := u(x+ xn, t), vn(x, t) := v(x+ xn, t) = (11Br(0) ∗ un)(x, t),

for x ∈ Rd, t ≥ 0. Take any T > 0. Evidently, u ∈ Cub(Rd × [0, T ]), then, for
any ε > 0, there exists δ > 0 such that, for any x, y ∈ Rd, t, s ∈ [0, T ], with
|x−y|Rd+|t−s| < δ, one has |un(x, t)−un(y, s)| = |u(x+xn, t)−u(y+xn, s)| < ε.
And, by (2.20),

‖un(·, t)‖ ≤ ‖u(·, t)‖ ≤ e(κ+−m)T ‖u0‖, n ∈ N, t ∈ [0, T ]. (2.28)

Hence {un} is a uniformly bounded and uniformly equicontinuous sequence of
functions on Rd × [0, T ]. Thus, by a version of the Arzelà–Ascoli Theorem,
see e.g. [29, Appendix C.8], there exists a subsequence {unk} and a continuous
function u∞ on Rd × [0, T ] such that unk

loc
==⇒ u∞. Moreover, one can easily

show that u∞ ∈ Cub(Rd × [0, T ]). By (2.28) and Lemma 2.6, vnk
loc

==⇒ v∞ =
11Br(0) ∗ u∞, moreover, v∞ ∈ Cub(Rd × [0, T ]).

It is easily seen that both parts of (2.25) belong to XT . Hence one can
integrate (2.25) on [0, t] ⊂ [0, T ], namely,

v(x, t) = v(x, 0) +

∫ t

0

(La+v)(x, s) ds

+ κ−
∫ t

0

∫
Br(x)

u (y, s)
(
θ − (a− ∗ u) (y, s)

)
dy ds. (2.29)

Substitute x + xnk instead of x into (2.29) and use twice the integration by
substitution in the second integral, then one gets the same equality (2.29), but
for vnk , unk instead of v, u, respectively. Next, by Lemma 2.6 and the dominated
convergence arguments, one can pass to the limit in k in the obtained equality.
As a result, one get (2.29) for v∞, u∞ instead of v and u, respectively. Next,
since Cub(Rd × [0, T ]) ⊂ XT , the integrands with respect to s in the left hand
side (l.h.s. in the sequel) of the modified equation (2.29) (with u∞, v∞ ∈ XT )
will belong to XT as well. As a result, v∞ will be differentiable in t in the sense
of the norm in Cub(Rd). Finally, after differentiation, one get (2.25) back, but
for v∞, u∞, namely,

∂

∂t
v∞(x, t)− (La+v∞)(x, t)

= κ−
∫
Br(x)

u∞ (y, t)
(
θ − (a− ∗ u∞) (y, t)

)
dy. (2.30)

Going back to the definition of xn, one can see that

v∞(0, t0) = lim
k→∞

vnk(0, t0) = lim
k→∞

v(xnk , t0) = M, (2.31)
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whereas, for any x ∈ Rd, t ∈ [0, t0), v∞(x, t) = lim
k→∞

v(x+ xnk , t) ≤ M . There-

fore, ∂
∂tv∞(0, t0) ≥ 0 and, by (1.4), (La+v∞)(0, t0) ≤ 0. Then, by (2.30),∫

Br(0)

u∞ (y, t0)
(
θ − (a− ∗ u∞) (y, t0)

)
dy ≥ 0. (2.32)

Next, the function u∞(·, t0), by the construction above, is nonnegative. It can
not be identically equal to 0 on Br(0), since otherwise, by (2.24), v∞(0, t0) =
0 that contradicts (2.31). Hence by (2.32), the function θ − (a− ∗ u∞)(·, t0)
cannot be strictly negative on Br(0). Thus, there exists y0 ∈ Br(0) such that
θ ≥ (a− ∗u∞)(y0, t0). Since 2r ≤ r0, one has that inf

x∈B2r(0)
a−(x) ≥ α, cf. (2.21).

Therefore, one can continue:

θ ≥ (a− ∗ u∞)(y0, t0) ≥
∫
B2r(0)

a−(y)u∞(y0 − y, t0) dy

≥ α
∫
B2r(0)

u∞(y0 − y, t0) dy = α

∫
B2r(y0)

u∞(y, t0) dy

≥ α
∫
Br(0)

u∞(y, t0) dy = αv∞(0, t0) = αM,

that contradicts (2.26). Therefore, our assumption was wrong, and (2.27) holds.
We proceed now to show that ‖u(·, t)‖ is uniformly bounded in time. By

(2.24), (2.27), (2.22), one has, for r = q
√
d,

(a+ ∗ u)(x, t) =
∑
z∈Zd

∫
Hq(z)

a+(y)u(x− y, t) dy

≤
∑
z∈Zd

sup
y∈Hq(z)

a+(y)

∫
Br(2qz)

u(x− y, t) dy

=
∑
z∈Zd

sup
y∈Hq(z)

a+(y)

∫
Br(x−2qz)

u(y, t) dy ≤Ma+
q . (2.33)

Therefore, by (2.1), (2.33), using the same arguments as for the proof of (2.20)
one gets that

0 ≤ u(x, t) ≤ e−mtu0(x) +

∫ t

0

e−(t−s)mκ+Ma+
q ds

= e−mtu0(x) +
κ+Ma+

q

m
(1− e−mt)

≤ max
{κ+Ma+

q

m
, ‖u0‖

}
, x ∈ Rd, t ≥ 0, (2.34)

that fulfills the proof.

Remark 2.8. It should be stressed that we essentially used the uniform conti-
nuity of the solution to prove Theorem 2.7.

Under conditions of Theorem 2.7, the solution u will be uniformly continuous
on Rd × R+, namely, the following simple proposition holds true.
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Proposition 2.9. Let u be a solution to (2.1) with u0 ∈ Cub(Rd), and suppose
that there exists C > 0, such that

|u(x, t)| ≤ C, x ∈ Rd, t ≥ 0.

Then u ∈ Cub(Rd × R+). Moreover, ‖u(·, t)‖ ∈ Cub(R+).

Proof. Being solution to (2.1), u satisfies the integral equation

u(x, t) = u0(x) +

∫ t

0

(
κ+(a+ ∗ u)(x, s)− κ−u(x, s)(a− ∗ u)(x, s)−mu(x, s)

)
ds.

Hence for any x, y ∈ Rd, 0 ≤ τ < t, one has

|u(x, t)− u(y, τ)| ≤
∫ t

τ

(2κ+C + 2κ−C2 + 2mC)ds

= 2(κ+ + κ−C +m)C(t− τ),

that fulfils the proof of the first statement. Then, the second one follows from
the inequality

∣∣‖u(·, t)‖ − ‖u(·, τ)‖
∣∣ ≤ ‖u(·, t)− u(·, τ)‖.

3 Around the comparison principle
We will discuss below the comparison and maximum principles. Being standard
tools for the study of parabolic and elliptic PDE, they are hold true for (1.11),
however, do not hold, in general, for (1.9), see e.g. [45] and the references therein.

3.1 Comparison principle
Let T > 0 be fixed. Define the sets X 1

T and X̃ 1
T of functions from XT , respec-

tively, X̃T , which are continuously differentiable on (0, T ] in the sense of the
norm in Cub(Rd), respectively, in L∞(Rd). Here and below we consider the
left derivative at t = T only. For any u from X 1

T one can define the following
function

(Fu)(x, t) :=
∂u

∂t
(x, t)− κ+(a+ ∗ u)(x, t)

+mu(x, t) + κ−u(x, t)(a− ∗ u)(x, t) (3.1)

for all t ∈ (0, T ] and all x ∈ Rd. Moreover, for any u ∈ X̃ 1
T , one can consider the

function
∂u

∂t
(·, t) ∈ L∞(Rd), for all t ∈ (0, T ]. Then, one can also define (3.1),

which will considered a.e. in x ∈ Rd now.

Theorem 3.1. Let there exist c > 0, such that

κ+a+(x) ≥ cκ−a−(x), a.a. x ∈ Rd. (3.2)

Let T ∈ (0,∞) be fixed and functions u1, u2 ∈ X 1
T be such that, for any (x, t) ∈

Rd × (0, T ],

(Fu1)(x, t) ≤ (Fu2)(x, t), (3.3)
u1(x, t) ≥ 0, 0 ≤ u2(x, t) ≤ c, u1(x, 0) ≤ u2(x, 0). (3.4)

Then u1(x, t) ≤ u2(x, t), for all (x, t) ∈ Rd × [0, T ]. In particular, u1 ≤ c.
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Proof. Define the following function

f(x, t) := (Fu2)(x, t)− (Fu1)(x, t) ≥ 0, x ∈ Rd, t ∈ (0, T ], (3.5)

cf. (3.3). We set

K = m+ κ−‖u1‖T , (3.6)

and consider a linear mapping

F (t, w) := Kw −mw + κ+(a+ ∗ w)

− κ−w(a− ∗ u1)− κ−u2(a− ∗ w) + eKtf, (3.7)

for w ∈ XT . By (3.4), (3.5), (3.6), (3.2), (2.4), w ≥ 0 implies

F (t, w) = Kw −mw + (κ+a+ − cκ−a−) ∗ w
+ κ−(c− u2)(a− ∗ w)− κ−w(a− ∗ u1) + eKtf

≥ Kw −mw + (κ+a+ − cκ−a−) ∗ w − κ−‖u1‖Tw + eKtf ≥ 0. (3.8)

Define also the function

v(x, t) := eKt(u2(x, t)− u1(x, t)), x ∈ Rd, t ∈ [0, T ].

Clearly, v ∈ X 1
T , and it is straightforward to check that

F (t, v(s, t)) =
∂

∂t
v(x, t), (3.9)

for all x ∈ Rd, t ∈ (0, T ]. Therefore, v solves the following integral equation in
Cub(Rd):v(x, t) = v(x, 0) +

∫ t

0

F (s, v(x, s))ds, (x, t) ∈ Rd×(0, T ],

v(x, 0) = u2(x, 0)− u1(x, 0), x ∈ Rd,
(3.10)

where v(x, 0) ≥ 0, by (3.4).
Consider also another integral equation in Cub(Rd):

ṽ(x, t) = (Ψṽ)(x, t) (3.11)
where

(Ψw)(x, t) := v(x, 0) +

∫ t

0

max{F (s, w(x, s)), 0} ds, w ∈ XT . (3.12)

It is easily seen that w ∈ X+
T yields Φw ∈ X+

T . Next, for any T̃ < T and for
any w1, w2 ∈ X+

T̃
, one gets from (3.7), (3.12), that

‖Ψw1 −Ψw2‖T̃ ≤ T̃ (K +m+ κ+ + κ−‖u1‖T + cκ−)‖w2 − w1‖T̃
:= qT T̃‖w2 − w1‖T̃ , (3.13)

where we used the elementary inequality |max{a, 0} − max{b, 0}| ≤ |a − b|,
a, b ∈ R. Therefore, for T̃ < (qT )−1, Ψ is a contraction on X+

T̃
. Thus, there
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exists a unique solution to (3.11) on [0, T̃ ]. In the same way, the solution can be
extended on [T̃ , 2T̃ ], [2T̃ , 3T̃ ], . . . , and therefore, on the whole [0, T ]. By (3.11),
(3.12),

ṽ(x, t) ≥ v(x, 0) ≥ 0, (3.14)

hence, by (3.8), (3.12),

ṽ(x, t) = v(x, 0) +

∫ t

0

F (s, ṽ(x, s)) ds =: Ξ(ṽ)(x, t). (3.15)

Since ṽ ∈ XT , (3.15) implies that ṽ is a solution to (3.10) as well. The same
estimate as in (3.13) shows that Ξ is a contraction on XT̃ , for small enough T̃ .
Thus ṽ = v on Rd × [0, T̃ ], and one continue this consideration as before on
the whole [0, T ]. Then, by (3.14), v(x, t) ≥ 0 on Rd × [0, T ], that yields the
statement.

Remark 3.2. The previous theorem holds true in X̃ 1
T . Here and below, for the

L∞-case, one can assume that (3.2), (3.3), (3.4) hold almost everywhere in x
only.

From the proof of Theorem 3.1, one can see that we used the fact that u1, u2

belong to X 1
T to ensure that (3.9) implies (3.10) only. For technical reasons we

will need to extend the result of Theorem 3.1 for a wider class of functions.
Naturally, to get (3.10) from (3.9), it is enough to assume absolute continuity
of v(x, t) in t, for a fixed x. Consider the corresponding statement.

For any T ∈ (0,∞], define the set DT of all functions u : Rd×R+ → R, such
that, for all t ∈ [0, T ), u(·, t) ∈ Cub(Rd), and, for all x ∈ Rd, the function f(x, t)
is absolutely continuous in t on [0, T ). Then, for any u ∈ DT , one can define
the function (3.1), for all x ∈ Rd and a.a. t ∈ [0, T ).

Proposition 3.3. The statement of Theorem 3.1 remains true, if we assume
that u1, u2 ∈ DT and, for any x ∈ Rd, the inequality (3.3) holds for a.a. t ∈
(0, T ) only.

Proof. One can literally repeat the proof of Theorem 3.1; for any x ∈ Rd, the
function (3.5) and the mapping (3.7) will be defined for a.a. t ∈ (0, T ) now
(and it will not be a mapping on XT , of course). Similarly, (3.8) and (3.9) hold,
for all x and a.a. t. However, for any x ∈ Rd, one gets that (3.10) holds still
for all t ∈ [0, T ]. Hence, the rest of the proof remains the same, stress that
F (t)v /∈ XT , whereas Ξ(v) ∈ XT , cf. (3.15).

The standard way to use Theorem 3.1 is to take u1 and u2 which solve
(2.1), thus, Fu1 = Fu2 = 0, and (3.3) holds. Then Theorem 3.1 gives a
comparison between these solutions provided that there exists a comparison
between the initial conditions. However, to do this, one needs to know à priori
that u2(x, t) ≤ c. For example, one can demand that c is not smaller than the
constant in the r.h.s. of (2.34). Another possibility is to compare the solution
to (2.1) with the solution to its homogeneous version (2.19) (with t0 = 0).

Namely, let (3.2) hold, 0 < υ ≤ c, and, cf. (2.18),

ψ(t, υ) :=
υ

υgθ(t) + exp(−θκ−t)
≥ 0,

gθ(t) := lim
y→θ

1− exp(−yκ−t)
y

≥ 0.
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It is easily seen that, for θ ≤ 0, ψ(t, υ) decreases monotonically to 0 on t ∈
[0,∞): exponentially fast, for θ < 0, and linearly fast, for θ = 0. In particular,
ψ(t, υ) ≤ υ ≤ c, t ≥ 0. As a result,

• if κ+ ≤ m and 0 ≤ u0 ∈ Cub(Rd) be such that ‖u0‖ ≤ c, then ‖u(·, t)‖ ≤
ψ
(
t, ‖u0‖

)
. In particular, u converges to 0 uniformly in space as t→∞.

Next, for θ > 0, the function ψ(t) increases monotonically to θ on [0,∞)
if υ < θ, it decreases monotonically to θ of υ > θ, and, clearly, ψ(t) ≡ θ,
if υ = θ. Therefore, if (3.2) holds with c > θ and θ < ‖u0‖ ≤ c then ψ(t, ‖u0‖) ≤
‖u0‖ ≤ c, and therefore, ‖u(·, t)‖ ≤ ψ

(
t, ‖u0‖

)
↓ θ, t→∞. Set also inf

Rd
u0(x) =:

β ≥ 0, then one can apply the comparison principle to the functions u1 = ψ(t, β)
and u2 = u. (Note that ψ(t, 0) = 0.) As a result,

• if κ+ > m and 0 ≤ u0 ∈ Cub(Rd) be such that θ < ‖u0‖ ≤ c, then
ψ(t, β) ≤ u(x, t) ≤ ψ

(
t, ‖u0‖

)
, x ∈ Rd, t ≥ 0, where β = inf

Rd
u0(x) ≥ 0. In

particular, if β > 0 then u converges to θ exponentially fast as t→∞ and
uniformly in space.

If (3.2) holds with c ≥ θ whereas ‖u0‖ ≤ θ, then one can consider u2 ≡ θ
(that is a solution to (2.1)). Therefore, ‖u(·, t)‖ ≤ θ = ψ(t, θ). And the same
low estimate holds. Of course, for this case it is enough to have (3.2) with c = θ
only. The latter case constitutes the basic assumptions for the most part of our
further results. Let us formulate the corresponding statement as a proposition.

Proposition 3.4. Suppose that the following assumptions hold:

κ+ > m, (A1)

κ+a+(x) ≥ (κ+ −m)a−(x), a.a. x ∈ Rd. (A2)

Let 0 ≤ u0 ∈ Cub(Rd) be an initial condition to (2.1) and u ∈ XT be the
corresponding solutions on any [0, T ], T > 0. Suppose that 0 ≤ u0(x) ≤ θ,
x ∈ Rd. Then u ∈ X∞, with ‖u‖∞ ≤ θ.

Let v0 ∈ Cub(Rd) be another initial condition to (2.1) such that u0(x) ≤
v0(x) ≤ θ, x ∈ Rd; and v ∈ X∞ be the corresponding solution. Then

u(x, t) ≤ v(x, t), x ∈ Rd, t ≥ 0.

If, additionally, β := inf
x∈Rd

u0(x) > 0, then

βθ

β + (θ − β) exp(−θκ−t)
≤ u(x, t) ≤ θ, x ∈ Rd, t ≥ 0. (3.16)

In particular,

‖u(·, t)− θ‖ ≤ θ − β
β

exp(−θκ−t), t ≥ 0.

Proof. The first two parts were proved above; note that θκ− = κ+ −m. The
last one is followed from the definition of the function ψ above and the estimate
for the difference between low and upper bounds in (3.16).
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Remark 3.5. The same result may be formulated for X̃T and X̃∞. All inequalities
will hold true almost everywhere only.

We did not consider all possible relations between c, θ > 0, and ‖u0‖. In
particular, the previous-type considerations will not cover the case when (3.2)
holds with c < θ. In such a case, the solution to (2.19) (with t0 = 0) can not
be considered as a function u2 in Theorem 3.1 since that solution tends to θ as
t→∞, hence, (3.4) will not hold. This situation remains open.

Another case, which is not covered by the comparison method is when θ > 0,
i.e. (A1) holds, and ‖u0‖ > c. However, it may be analyzed using stability
arguments in the case when c ≥ θ, the latter naturally implies (A2). Under
assumptions (A1), (A2), we set, cf. (3.19) below,

Jθ(x) := κ+a+(x)− (κ+ −m)a−(x) ≥ 0, x ∈ Rd. (3.17)

Next, denote the r.h.s. of (2.1) by G(u). Recall, that G(θ) = 0, hence, u∗ ≡ θ is
a stationary solution to (2.1). Another stationary solution is u∗ ≡ 0. Consider
the stability property of these solutions. To do this, find the linear operator
G′(u) on Cub(Rd): for v ∈ Cub(Rd),

G′(u)v =
d

ds
G(u+ sv)

∣∣∣∣
s=0

= κ+(a+ ∗ v)−mv − κ−v(a− ∗ u)− κ−u(a− ∗ v). (3.18)

Therefore, by (3.17),

G′(θ)v = κ+(a+ ∗ v)−mv − κ−θv − κ−θ(a− ∗ v) = Jθ ∗ v − κ+v.

By (3.17),
∫
Rd Jθ(x) dx = m, thus, the spectrum σ(A) of the operator Av :=

Jθ ∗ v on Cub(Rd) is a subset of {z ∈ C | |z| ≤ m}. Therefore,

σ(G′(θ)) = σ(A− κ+) ⊂ {z ∈ C | |z + κ+| ≤ m} ⊂ {z ∈ C | Re z < 0},

by (A1). Hence, by e.g. [22, Chapter VII], u∗ ≡ θ is uniformly and asymptot-
ically stable solution, in the sense of Lyapunov, i.e., for any ε > 0 there exists
δ > 0 such that, for any solution u ∈ Cub(Rd) to (2.1) and for all t1 ≥ 0, the
inequality ‖u(·, t1)− θ‖ < δ implies that, for any t ≥ t1, ‖u(·, t)− θ‖ < ε; and,
for some δ0 > 0, the inequality ‖u(·, t1) − θ‖ < δ0 yields lim

t→∞
‖u(·, t) − θ‖ = 0.

In particular, it works if θ < ‖u0‖ ≤ θ + δ0. Moreover, it is possible to show
that u∗ ≡ θ is a globally asymptotically (exponentially) stable solution to (2.1),
that means, in particular, that ‖u0‖ > θ may be arbitrary; we expect to discuss
this in a forthcoming paper.

Note also, that, by (3.18), G′(0)v = κ+(a+ ∗ v) −mv. Then, the operator
G′(0) has an eigenvalue κ+ −m > 0 whose corresponding eigenfunctions will
be constants on Rd. Therefore σ(G′(0)) has points in the right half-plane and
since G′′(0) exists, one has, again by [22, Chapter VII], that u∗ ≡ 0 is unstable,
i.e. there exists a solution u such that inf

Rd
|u(x, t)| ≥ ε, for some ε > 0, for all

x ∈ Rd and for all t ≥ t0 = t0(ε). It is worth noting that, u∗ ≡ θ is a locally
stable solution, see Subsection 3.3 below.

The natural question arises whether it is possible to characterize some prop-
erties of the solution to (2.1) without comparison between a+ and a− like (3.2).
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For a particular answer, one can refer to [33, Theorem 4.3], namely, there was
proved that if (3.2) holds on a set Ω ⊂ Rd of positive Lebesgue measure, and if∫

Ω
(κ+a+(x)− cκ−a−(x)) dx < m, then ‖u0‖ < θ implies ‖u(·, t)‖ ≤ θ, t > 0.
On the other hand, let the condition (A2) (that is, recall, (3.2) with c = θ)

fail in some ball Br(y0) only, r > 0, y0 ∈ Rd, i.e. Jθ(x) < 0, for a.a. x ∈ Br(y0),
where Jθ is given by (3.17). Take any y ∈ Br(y0) with r

4 < |y − y0| < 3r
4 , then

y0 /∈ B r
4
(y) whereas B r

4
(y) ⊂ Br(y0). Take u0 ∈ Cub(Rd) such that u0(x) = θ,

x ∈ Rd \B r
4
(y), and u0(x) < θ, x ∈ B r

4
(y). Since

∫
Rd Jθ(x) dx = m, one has

∂u

∂t
(y0, 0) = −mθ + κ+(a+ ∗ u)(y0, θ)− κ−θ(a− ∗ u)(y0, 0)

= (Jθ ∗ u)(y0, 0)−mθ = (Jθ ∗ (u0 − θ))(y0)

=

∫
B r

4
(y)

Jθ(y0 − x)(u0(x)− θ) dx > 0,

Therefore, u(y0, t) > u(y0, 0) = θ, for small enough t > 0, and hence, the state-
ment of Proposition 3.4 does not hold in this case. The similar counterexample
may be considered if (3.2) fails, for c ≥ θ. Note that the case c < θ is again
unclear.

3.2 Maximum principle
The maximum principle is a ‘standard analogue’ of the comparison principle,
see e.g. [15].

We will give sufficient conditions that solutions to (2.1) will never reach at
positive times the stationary values θ and 0, provided that the corresponding
initial conditions were not these constants.

Through the rest of the paper we will suppose that (A1), (A2) hold and
θ > 0 is given by (2.17). Under these assumptions, for any q ∈ (0, θ], one can
generalize the function (3.17) as follows

Jq(x) : = κ+a+(x)− qκ−a−(x),

≥ κ+a+(x)− θκ−a−(x) ≥ 0, x ∈ Rd.
(3.19)

since θκ− = κ+ −m and (A2) holds.

Definition 3.6. For θ > 0, given by (2.17), consider the following sets

Uθ := {f ∈ Cub(Rd) | 0 ≤ f(x) ≤ θ, x ∈ Rd}, (3.20)

Lθ := {f ∈ L∞(Rd) | 0 ≤ f(x) ≤ θ, for a.a. x ∈ Rd}. (3.21)

We introduce also the following assumption:

there exists ρ, δ > 0 such that a+(x) ≥ ρ, for a.a. x ∈ Bδ(0). (A3)

Prove that then the solutions to (2.1) (or, equivalently, (2.23)) are strictly
positive; this is quite common feature of linear parabolic equations, however, in
general, it may fail for nonlinear ones.
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Proposition 3.7. Let (A1), (A2), (A3) hold. Let u0 ∈ Uθ, u0 6≡ 0, u0 6≡ θ,
be the initial condition to (2.1), and u ∈ X∞ be the corresponding solution.
Then

u(x, t) > inf
y∈Rd
s>0

u(y, s) ≥ 0, x ∈ Rd, t > 0.

Proof. By Theorem 2.2 and Proposition 3.4, 0 ≤ u(x, t) ≤ θ, x ∈ Rd, t ≥ 0.
Then, by (2.23),

∂u

∂t
(x, t)− (La+u)(x, t) ≥ 0. (3.22)

Prove that, under (3.22), u cannot attain its infimum on Rd × (0,∞) without
being a constant. Indeed, suppose that, for some x0 ∈ Rd, t0 > 0,

u(x0, t0) ≤ u(x, t), x ∈ Rd, t > 0. (3.23)

Then, clearly,

∂u

∂t
(x0, t0) = 0, (3.24)

and (3.22) yields (La+u)(x0, t0) ≤ 0. On the other hand, (3.23) and (1.4) imply
(La+u)(x0, t0) ≥ 0. Therefore,∫

Rd
a+(x0 − y)(u(y, t0)− u(x0, t0)) dy = 0. (3.25)

Then, by (A3), for all y ∈ Bδ(x0),

u(y, t0) = u(x0, t0). (3.26)

By the same arguments, for an arbitrary x1 ∈ ∂Bδ(x0), we obtain (3.26), for all
y ∈ Bδ(x1). Hence, (3.26) holds on B2δ(x0), and so on. As a result, (3.26) holds,
for all y ∈ Rd, thus u(·, t0) is a constant. Then, considering (2.1) at (x0, t0), and
taking into account (3.24), one gets u(x0, t0)(θ − u(x0, t0)) = 0 with u(x, t0) =
u(x0, t0), x ∈ Rd; cf. (2.19). By (3.23), u(x0, t0) = θ ≥ supy∈Rd,s>0 u(y, s)

implies u ≡ θ, that contradicts u0 6≡ θ. Hence u(x, t0) = u(x0, t0) = 0, x ∈ Rd.
Then, by (2.18), u(x, t) = 0, x ∈ Rd, t ≥ t0. And now one can consider the
reverse time in (2.1) starting from t = t0. Namely, we set w(x, t) := u(x, t0− t),
t ∈ [0, t0], x ∈ Rd. Then w(x, 0) = v(t0) = 0, x ∈ Rd, and

∂w

∂t
(x, t) = mw(x, t)− κ+(a+ ∗ w)(x, t) + κ−w(x, t)(a− ∗ w)(x, t). (3.27)

The equation (3.27) has a unique classical solution in Cub(Rd) on [0, t0]. Indeed,
if w1, w2 ∈ Xt0 both solve (3.27), then the difference w2 − w1 is a solution to
the following linear equation

∂h

∂t
(x, t) = mh(x, t)− κ+(a+ ∗ h)(x, t)

+ κ−h(x, t)(a− ∗ w2)(x, t)κ−w1(x, t)(a− ∗ h)(x, t),
(3.28)
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with h(x, 0) = 0, x ∈ Rd. The r.h.s. of (3.28), for any w1, w2 ∈ Xt0 , is a
bounded linear operator on Cub(Rd), therefore, there exists a unique solution
to (3.28), hence, h ≡ 0. As a result, w1 ≡ w2. Since w ≡ 0 satisfies (3.27) with
the initial condition above, one has u(x, t0 − t) = 0, t ∈ [0, t0], x ∈ Rd. Hence,
u(·, t) ≡ 0, for all t ≥ 0, that contradicts u0 6≡ 0. Thus, the initial assumption
was wrong, and (3.23) can not hold.

In contrast to the case of the infimum, the solution to (2.1) may attain its
supremum but not the value θ. One can prove this under a modified version of
(A3): suppose that, cf. (3.19),

there exists ρ, δ > 0, such that

Jθ(x) = κ+a+(x)− (κ+ −m)a−(x) ≥ ρ, for a.a. x ∈ Bδ(0).
(A4)

As a matter of fact, under (A4), a much stronger statement than unattainability
of θ does hold.

Theorem 3.8. Let (A1), (A2), (A4) hold. Let u1, u2 ∈ X∞ be two solutions to
(2.1), such that u1(x, t) ≤ u2(x, t) ≤ θ, x ∈ Rd, t ≥ 0. Then either u1(x, t) =
u2(x, t), x ∈ Rd, t ≥ 0 or u1(x, t) < u2(x, t), x ∈ Rd, t > 0.

Proof. Let u1(x, t) ≤ u2(x, t), x ∈ Rd, t ≥ 0, and suppose that there exist
t0 > 0, x0 ∈ Rd, such that u1(x0, t0) = u2(x0, t0). Define w := u2 − u1 ∈ X∞.
Then w(x, t) ≥ 0 and w(x0, t0) = 0, hence ∂

∂tw(x0, t0) = 0. Since both u1 and
u2 solve (2.1), one easily gets that w satisfies the following linear equation

∂

∂t
w(x, t) = (Jθ ∗ w)(x, t) + κ−(θ − u1(x, t))(a− ∗ w)(x, t)

− w(x, t)
(
m+ (a− ∗ u2)(x, t)

)
; (3.29)

or, at the point (x0, t0), we will have

0 = (Jθ ∗ w)(x0, t0) + κ−(θ − u1(x0, t0))(a− ∗ w)(x0, t0). (3.30)

Since the both summands in (3.30) are nonnegative, one has (Jθ ∗w)(x0, t0) = 0.
Then, by (A4), we have that w(x, t0) = 0, for all x ∈ Bδ(x0). Using the same
arguments as in the proof of Proposition 3.7, one gets that w(x, t0) = 0, x ∈ Rd.
Then, by Corollary 2.4, w(x, t) = 0, x ∈ Rd, t ≥ t0. Finally, one can reverse
the time in the linear equation (3.29) (cf. the proof of Proposition 3.7), and the
uniqueness arguments imply that w ≡ 0, i.e. u1(x, t) = u2(x, t), x ∈ Rd, t ≥ 0.
The statement is proved.

By choosing u2 ≡ θ in the Theorem 3.8, we immediately get the following

Corollary 3.9. Let (A1), (A2), (A4) hold. Let u0 ∈ Uθ, u0 6≡ θ, be the initial
condition to (2.1), and u ∈ X∞ be the corresponding solution. Then u(x, t) < θ,
x ∈ Rd, t > 0.

3.3 Local stability
We will prove now that any solution to (2.1) is locally stable in a certain sense,
provided that (3.2) holds. This stability is very ‘weak’, for example, u∗ ≡ 0,
being unstable solution (see Subsection 3.1 above), will be still locally stable.
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Theorem 3.10. Let (A1), (A2) hold. Let T > 0 be fixed. Consider a sequence
of functions un ∈ XT which are solutions to 2.1 with uniformly bounded initial
conditions: un(·, 0) ∈ Uθ, n ∈ N. Let u ∈ XT be a solution to (2.1) with
initial condition u(·, 0) such that un(·, 0)

loc
==⇒ u(·, 0). Then un(·, t) loc

==⇒ u(·, t),
uniformly in t ∈ [0, T ].

Proof. It is easily seen that u(·, 0) ∈ Uθ. By Proposition 3.4, un(·, t), u(·, t) ∈ Uθ,
n ∈ N, for any t ≥ 0. We define, for any n ∈ N, the following functions on Rd:

un(x, 0) := max {un(x, 0), u(x, 0)} , un(x, 0) := min {un(x, 0), u(x, 0)} .

Then, clearly, 0 ≤ un(x, 0) ≤ u(x, 0) ≤ un(x, 0) ≤ θ, x ∈ Rd, n ∈ N. Hence
the corresponding solutions un(x, t), un(x, t) to (2.1) belongs to Uθ as well. By
Theorem 3.4, one has

un(x, t) ≤ u(x, t) ≤ un(x, t), x ∈ Rd, t ∈ [0, T ].

In the same way, one gets un(x, t) ≤ un(x, t) ≤ un(x, t) on Rd×[0, T ]. Therefore,
it is enough to prove that un and un converge locally uniformly to u.

Prove that un
loc

==⇒ u. For any n ∈ N, the function hn(·, t) = un(·, t) −
u(·, t) ∈ Uθ, t ≥ 0, satisfies the equation ∂

∂thn = Anhn with hn,0(x) :=
hn(x, 0) = un(x, 0)− u(x, 0) ≥ 0, x ∈ Rd, where, for any 0 ≤ h ∈ XT ,

Anh := −mh+ κ+(a+ ∗ h)− κ−h(a− ∗ un)− κ−u(a− ∗ h).

For any un and u, An is a bounded linear operator on Cub(Rd), therefore,
hn(x, t) = (etAnhn,0)(x), x ∈ Rd, t ∈ [0, T ]. Since u ≥ 0, one has that, for any
0 ≤ h ∈ XT , (Anh)(x, t) ≤ (Ah)(x, t), x ∈ Rd, t ∈ [0, T ], where a bounded linear
operator A is given on Cub(Rd) by

Ah := κ+(a+ ∗ h)− κ−u(a− ∗ h).

Next, the series expansions for etAn and etA converge in the topology of norms of
operator on the space Cub(Rd). Then, for any n ∈ N, and for x ∈ Rd, t ∈ [0, T ],

hn(x, t) = (etAnhn,0)(x) ≤ (eTAhn,0)(x) =

∞∑
m=0

Tm

m!
Amhn,0, (3.31)

and, moreover, for any ε > 0 one can find M = M(ε) ∈ N, such that we get
from (3.31) that

hn(x, t) ≤
M∑
m=0

Tm

m!
Amhn,0(x) + εθ, x ∈ Rd, t ∈ [0, T ]. (3.32)

as hn,0 ∈ Uθ, n ∈ N. Finally, the assumptions of the statement yield that
hn,0

loc
==⇒ 0. Then, by (3.31) and Lemma 2.6, hn(x, t)

loc
==⇒ 0 uniformly in

t ∈ [0, T ]. Hence, un
loc

==⇒ u uniformly on [0, T ]. The convergence un
loc

==⇒ u
may be proved by an analogy.

Remark 3.11. An analogous statement holds in the space X̃T , T > 0.
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In the case of measurable bounded functions, cf. Remark 3.11, we will need
also a weaker form of the local stability above.

Proposition 3.12. Let (A1), (A2) hold. Let T > 0 be fixed. Consider a
sequence of functions un ∈ X̃T which are solutions to 2.1 with uniformly bounded
initial conditions: un(·, 0) ∈ Lθ, n ∈ N. Let u ∈ X̃T be a solution to 2.1 with
initial condition u(·, 0) such that un(x, 0) → u(x, 0), for a.a. x ∈ Rd. Then
un(x, t)→ u(x, t), for a.a. x ∈ Rd, uniformly in t ∈ [0, T ].

Proof. The proof will be fully analogous to that for Theorem 3.10 until the
inequality (3.32), in whichM = M(ε, x) now. The rest of the proof is the same,
taking into account that an analogue of Lemma 2.6 with both convergences
almost everywhere holds true by the dominated convergence theorem.

3.4 Further toolkits
In the sequel, it will be sometimes useful to consider the solution to (2.1) as a
nonlinear transformation of the initial condition.

Definition 3.13. For a fixed T > 0, define the mapping QT on L∞+ (Rd) :=
{f ∈ L∞(Rd) | f ≥ 0 a.e.}, as follows

(QT f)(x) := u(x, T ), x ∈ Rd, (3.33)

where u(x, t) is the solution to (2.1) with the initial condition u(x, 0) = f(x).

Let us collect several properties of QT needed below.

Proposition 3.14. Let (A1), (A2) hold. The mapping Q = QT : L∞+ (Rd) →
L∞+ (Rd) satisfies the following properties

(Q1) Q : Lθ → Lθ, Q : Uθ → Uθ,

(Q2) let Ty : L∞+ (Rd)→ L∞+ (Rd), y ∈ Rd, be a translation operator, given by

(Tyf)(x) = f(x− y), x ∈ Rd; (3.34)

then

(QTyf)(x) = (TyQf)(x), x, y ∈ Rd, (3.35)

(Q3) Q0 = 0, Qθ = θ, and Qr > r, for any constant r ∈ (0, θ),

(Q4) if f(x) ≤ g(x), for a.a. x ∈ Rd, then (Qf)(x) ≤ (Qg)(x), for a.a. x ∈ Rd;

(Q5) if fn
loc

==⇒ f , then (Qfn)(x)→ (Qf)(x), for a.a. x ∈ Rd.

Proof. The property (Q1) follows from Remark 3.5 and Proposition 3.4. To
prove (Q2) we note that, by (2.3), Ty(a± ∗ u) = a± ∗ (Tyu), and then, by (2.7),
B(Tyv) = Ty(Bv), therefore, by (2.6), if τ = 0 and uτ = Tyf , then ΦτTy = TyΦ,
where Φ is given by (2.6) with f in place of uτ only. As a result, Φnτ Ty = TyΦn

hence
QΥ(Tyf) = lim

n→∞
Φnτ Tyf = lim

n→∞
TyΦnf = Ty(QΥf);

27



and one can continue the same considerations on the next time-interval. The
property (Q3) is a straightforward consequence of Corollary 2.4; indeed, (2.18)
implies, for αT := exp(−θκ−T ) ∈ (0, 1),

QT r − r =
θr

r(1− αT ) + θαT
− r =

r(θ − r)(1− αT )

r(1− αT ) + θαT
> 0.

The property (Q4) holds also by Remark 3.5 and Proposition 3.4 The property
(Q5) is a weaker version of Remark 3.11 and Proposition 3.12.

Let Sd−1 denotes a unit sphere in Rd centered at the origin:

Sd−1 =
{
x ∈ Rd

∣∣ |x| = 1
}

; (3.36)

in particular, S0 = {−1, 1}.

Definition 3.15. A function f ∈ L∞(Rd) is said to be increasing (decreasing,
constant) along the vector ξ ∈ Sd−1 if, for a.a. x ∈ Rd, the function f(x+sξ) =
(T−sξf)(x) is increasing (decreasing, constant) in s ∈ R, respectively.

Proposition 3.16. Let (A1), (A2) hold. Let u0 ∈ Lθ be the initial condition for
the equation (2.1) which is increasing (decreasing, constant) along a vector ξ ∈
Sd−1; and u(·, t) ∈ Lθ, t ≥ 0, be the corresponding solution (cf. Proposition 3.4
and Remark 3.5). Then, for any t > 0, u(·, t) is increasing (decreasing, constant,
respectively) along the ξ.

Proof. Let u0 be decreasing along a ξ ∈ Sd−1. Take any s1 ≤ s2 and consider
two initial conditions to (2.1): ui0(x) = u0(x + siξ) = (T−siξu0)(x), i = 1, 2.
Since u0 is decreasing, u1

0(x) ≥ u2
0(x), x ∈ Rd. Then, by Proposition 3.14,

T−s1ξQtu0 = QtT−s1ξu0 = Qtu
1
0 ≥ Qtu2

0 = QtT−s2ξu0 = T−s2ξQtu0,

that proves the statement. The cases of a decreasing u0 can be considered in the
same way. The constant function along a vector is decreasing and decreasing
simultaneously.

For the sequel, we need also to show that any solution to (2.1) is bounded
from below by a solution to the corresponding equation with ‘truncated’ ker-
nels a±. Namely, suppose that the conditions (A1), (A2) hold. Consider a
family of Borel sets {∆R | R > 0}, such that ∆R ↗ Rd, R → ∞. Define, for
any R > 0, the following kernels:

a±R(x) = 11∆R
(x)a±(x), x ∈ Rd, (3.37)

and the corresponding ‘truncated’ equation, cf. (2.1),
∂w

∂t
(x, t) = κ+(a+

R ∗ w)(x, t)−mw(x, t)

− κ−w(x, t)(a−R ∗ w)(x, t), x ∈ Rd, t > 0,

w(x, 0) = w0(x), x ∈ Rd.

(3.38)

We set

A±R :=

∫
∆R

a±(x) dx↗ 1, R→∞, (3.39)
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by (2.2). Then the non-zero constant solution to (3.38) is equal to

θR =
κ+A+

R −m
κ−A−R

→ θ, R→∞, (3.40)

however, the convergence θR to θ is, in general, not monotonic. Clearly, by (A1),
θR > 0 if only

A+
R >

m

κ+
∈ (0, 1). (3.41)

Proposition 3.17. Let (A1), (A2) hold, and R > 0 be such that (3.41) holds,
cf. (3.39). Let w0 ∈ Cub(Rd) be such that 0 ≤ w0(x) ≤ θR, x ∈ Rd. Then there
exists the unique solution w ∈ X∞ to (3.38), such that

0 ≤ w(x, t) ≤ θR, x ∈ Rd, t > 0. (3.42)

Let u0 ∈ Uθ and u ∈ X∞ be the corresponding solution to (2.1). If w0(x) ≤
u0(x), x ∈ Rd, then

w(x, t) ≤ u(x, t), x ∈ Rd, t > 0. (3.43)

Proof. Denote ∆c
R := Rd \∆R. We have

θ − θR =
κ+A−R −mA

−
R − κ+A+

R +m

κ−A−R
=

κ+(1−A+
R)− (κ+ −m)(1−A−R)

κ−A−R

=
1

κ−A−R

∫
∆c
R

(
κ+a+(x)− (κ+ −m)a−(x)

)
dx ≥ 0,

by (A2). Therefore,

0 < θR ≤ θ. (3.44)

Clearly, (A2) and (3.44) yield

κ+a+
R(x) ≥ θRκ−a−R(x), x ∈ Rd. (3.45)

Thus one can apply Proposition 3.4 to the equation (3.38) using trivial equalities
a±R(x) = A±Rã

±
R(x), where the kernels ã±R(x) = (A±R)−1a±R(x) are normalized, cf.

(2.2); and the inequality (3.45) is the corresponding analog of (A2), according
to (3.40). This proves the existence and uniqueness of the solution to (3.38) and
the bound (3.42).

Next, for F given by (3.1), one gets from (3.37) and (3.38), that the solution
w to (3.38) satisfies the following equality

(Fw)(x, t) = −κ+

∫
∆c
R

a+(y)w(x− y, t) dy

+ κ−w(x, t)

∫
∆c
R

a−(y)w(x− y, t) dy. (3.46)

By (3.42), (3.44), (A2), one gets from (3.46) that

(Fw)(x, t) ≤ −κ+

∫
∆c
R

a+(y)w(x− y, t) dy + κ−θ
∫

∆c
R

a−(y)w(x− y, t) dy

≤ 0 = (Fu)(x, t),

where u is the solution to (2.1). Therefore, we may apply Theorem 3.1 to get
the statement.
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Remark 3.18. The statements of Proposition 3.17 remains true for the functions
from L∞(Rd) (the inequalities will hold a.e. only).

4 Traveling waves
Traveling waves were studied intensively for the original Fisher–KPP equation
(1.6), see, e.g., [6]; for locally nonlinear equation with nonlocal diffusion (1.11),
see, e.g., [17, 80]; and for nonlocal nonlinear equation with local diffusion (1.9),
see, e.g., [3, 7, 45,58].

Through this section we will mainly work in L∞-setting, see Remarks 2.3,
3.2, 3.5, 3.11 above. Recall that we will always assume that (A1) and (A2) hold,
and θ > 0 is given by (2.17).

4.1 Existence and properties of traveling waves
Definition 4.1. LetMθ(R) denote the set of all decreasing and right-continuous
functions f : R→ [0, θ].

Remark 4.2. There is a natural embedding of Mθ(R) into L∞(R). According
to this, for a function f ∈ L∞(R), the inclusion f ∈ Mθ(R) means that there
exists g ∈Mθ(R), such that f = g a.s. on R.

Definition 4.3. Let X̃ 1
∞ := X̃∞∩C1((0,∞)→ L∞(Rd)). A function u ∈ X̃ 1

∞ is
said to be a traveling wave solution to the equation (2.1) with a speed c ∈ R and
in a direction ξ ∈ Sd−1 if and only if (iff, in the sequel) there exists a function
ψ ∈Mθ(R), such that

ψ(−∞) = θ, ψ(+∞) = 0

u(x, t) = ψ(x · ξ − ct), t ≥ 0, a.a. x ∈ Rd.
(4.1)

Here and below Sd−1 is defined by (3.36) and x · y = (x, y)Rd is the scalar
product in Rd. The function ψ is said to be the profile for the traveling wave,
whereas c is its speed.

We will use some ideas and results from [80].
With necessity, to have a traveling wave solution to (2.1) one should assume

that

u0(x) = ψ(x · ξ), (4.2)

for some ξ ∈ Sd−1, ψ ∈Mθ(R). In such a case, the solution will have a special
form as well.

Proposition 4.4. Let ξ ∈ Sd−1, ψ ∈Mθ(R), and an initial condition to (2.1)
be given by u0(x) = ψ(x · ξ), a.a. x ∈ Rd; let also u ∈ X̃+

∞ be the corresponding
solution. Then there exist a function φ : R × R+ → [0, θ], such that φ(·, t) ∈
Mθ(R), for any t ≥ 0, and

u(x, t) = φ(x · ξ, t), t ≥ 0, a.a. x ∈ Rd. (4.3)
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Moreover, there exist functions ǎ± (depending on ξ) on R with 0 ≤ ǎ± ∈
L1(R),

∫
R ǎ
±(s) ds = 1, such that φ is a solution to the following one-dimensional

version of (2.1):
∂φ

∂t
(s, t) = κ+(ǎ+ ∗ φ)(s, t)−mφ(s, t)

− κ−φ(s, t)(ǎ− ∗ φ)(s, t), t > 0, a.a. s ∈ R,
φ(s, 0) = ψ(s), a.a. s ∈ R.

(4.4)

Proof. Choose any η ∈ Sd−1 which is orthogonal to the ξ. Then the initial
condition u0 is constant along η, indeed, for any s ∈ R,

u0(x+ sη) = ψ((x+ sη) · ξ) = ψ(x · ξ) = u0(x), a.a. x ∈ Rd.

Then, by Proposition 3.16, for any fixed t > 0, the solution u(·, t) is constant
along η as well. Next, for any τ ∈ R, there exists x ∈ Rd such that x · ξ = τ ;
and, clearly, if y · ξ = τ then y = x+ sη, for some s ∈ R and some η as above.
Therefore, if we just set, for a.a. x ∈ Rd, φ(τ, t) := u(x, t), t ≥ 0, this definition
will be correct a.e. in τ ∈ R; and it will give (4.3). Next, for a.a. fixed x ∈ Rd,
u0(x+ sξ) = ψ(x · ξ+ s) is decreasing in s, therefore, u0 is decreasing along the
ξ, and by Proposition 3.16, u(·, t), t ≥ 0, will be decreasing along the ξ as well.
The latter means that, for any s1 ≤ s2, we have, by (4.3),

φ(x · ξ + s1, t) = u(x+ s1ξ, t) ≥ u(x+ s2ξ, t) = φ(x · ξ + s2, t),

and one can choose in the previous any x which is orthogonal to ξ to prove that
φ is decreasing in the first coordinate.

To prove the second statement, for d ≥ 2, choose any {η1, η2, ..., ηd−1} ⊂
Sd−1 which form a complement of ξ ∈ Sd−1 to an orthonormal basis in Rd.
Then, for a.a. x ∈ Rd, with x =

∑d−1
j=1 τjηj + sξ, τ1, . . . , τd−1, s ∈ R, we have

(using an analogous expansion of y inside the integral below an taking into
account that any linear transformation of orthonormal bases preserves volumes)

(a± ∗ u)(x, t) =

∫
Rd
a±(y)u(x− y, t)dy

=

∫
Rd
a±
(d−1∑
j=1

τ ′jηj + s′ξ

)
u

(d−1∑
j=1

(τj − τ ′j)ηj + (s− s′)ξ, t
)
dτ ′1 . . . dτ

′
d−1ds

′

=

∫
R

(∫
Rd−1

a±
(d−1∑
j=1

τ ′jηj + s′ξ

)
dτ ′1 . . . dτ

′
d−1

)
u
(
(s− s′)ξ, t

)
ds′, (4.5)

where we used again Proposition 3.16 to show that u is constant along the vector
η =

∑d−1
j=1(τj − τ ′j)ηj which is orthogonal to the ξ.

Therefore, one can set

ǎ±(s) :=


∫
Rd−1

a±(τ1η1 + . . .+ τd−1ηd−1 + sξ) dτ1 . . . dτd−1, d ≥ 2,

a±(sξ), d = 1.

(4.6)

It is easily seen that ǎ± = ǎ±ξ does not depend on the choice of η1, . . . , ηd−1,
which constitute a basis in the space Hξ := {x ∈ Rd | x · ξ = 0} = {ξ}⊥. Note
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that, clearly, ∫
R
ǎ±(s) ds =

∫
Rd
a±(y) dy = 1. (4.7)

Next, by (4.3), u
(
(s− s′)ξ, t

)
= φ(s− s′, t), therefore, (4.5) may be rewritten as

(a± ∗ u)(x, t) =

∫
R
ǎ±(s′)φ(s− s′, t

)
ds′ =: (ǎ± ∗ φ)(s, t),

where s = x · ξ. The rest of the proof is obvious now.

Remark 4.5. By Proposition 4.4, the solution u has always the form (4.3) pro-
vided that (4.2) holds, for some ψ ∈Mθ(R) and some ξ ∈ Sd−1. As a matter of
fact, to prove the existence of traveling waves we will need to show that there
exist functions ψ ∈Mθ(R) such that

φ(s, t) = ψ(s− ct). (4.8)

According to the second statement of Proposition 4.4, it means that the one-
dimensional version (4.4) of the initial equation (2.1) should have a traveling
wave solution with the profile ψ and the speed c given by (4.8). If such solution
is found and if the initial condition to (2.1) is given by (4.2), then (4.1) holds.

Remark 4.6. One can realize all previous considerations for increasing traveling
wave, increasing solution along a vector ξ etc. Indeed, it is easily seen that
the function ũ(x, t) = u(−x, t) with the initial condition ũ0(x) = u0(−x) is a
solution to the equation (2.1) with a± replaced by ã±(x) = a±(−x); note that
(a± ∗ u)(−x, t) = (ã± ∗ ũ)(x, t).

Remark 4.7. It is a straightforward application of (3.35), that if ψ ∈ Mθ(R),
c ∈ R gets (4.1) then, for any s ∈ R, ψ(· + s) is a traveling wave to (2.1) with
the same c.

We will need also the following simple statement.

Proposition 4.8. Let (A1), (A2) hold and ξ ∈ Sd−1 be fixed. Define, for an
arbitrary T > 0, the mapping Q̃T : L∞+ (R) → L∞+ (R) as follows: Q̃Tψ(s) =
φ(s, T ), s ∈ R, where φ : R × R+ → [0, θ] solves (4.4) with ψ ∈ L∞+ (R). Then
such Q̃T is well-defined, satisfies all properties of Proposition 3.14 (with d = 1),
and, moreover, Q̃T (Mθ(R)) ⊂Mθ(R).

Proof. Consider one-dimensional equation (4.4), where ǎ± are given by (4.6).
The latter equality together with (A2) imply that

κ+ǎ+(s) ≥ (κ+ −m)ǎ−(s), a.a. s ∈ R. (4.9)

Therefore, all previous results (e.g. Theorem 2.2) hold true for the solution
to (4.4) as well. In particular, all statements of Proposition 3.14 hold true,
for Q = Q̃T , d = 1. Moreover, by the proof of Theorem 2.2 (in the L∞-case,
cf. Remark 2.3), since the mappings B and Φτ , cf. (2.7), (2.6), map the set
Mθ(R) into itself, we have that Q̃T has this property as well, cf. Remark 4.2.
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Now we are going to prove the existence of the traveling wave solution to
(2.1). Denote, for any λ > 0, ξ ∈ Sd−1,

aξ(λ) :=

∫
Rd
a+(x)eλx·ξ dx ∈ [0,∞]. (4.10)

For a given ξ ∈ Sd−1, consider the following assumption on a+:

there exists µ = µ(ξ) > 0 such that aξ(µ) <∞. (A5)

Theorem 4.9. Let (A1) and (A2) hold and ξ ∈ Sd−1 be fixed. Suppose also
that (A5) holds. Then there exists c∗(ξ) ∈ R such that

1) for any c ≥ c∗(ξ), there exists a traveling wave solution, in the sense of
Definition 4.3, with a profile ψ ∈Mθ(R) and the speed c,

2) for any c < c∗(ξ), such a traveling wave does not exist.

Proof. Let µ > 0 be such that (A5) holds. Then, by (4.6),∫
R
ǎ+(s)eµsds =

∫
R

∫
Rd−1

a±(τ1η1 + . . .+ τd−1ηd−1 + sξ)eµs dτ1 . . . dτd−1ds

= aξ(µ) <∞. (4.11)

Clearly, the integral equality in (4.11) holds true for any λ ∈ R as well, with
aξ(λ) ∈ [0,∞].

Let µ > 0 be such that (A5) holds. Define a function fromMθ(R) by

ϕ(s) := θmin{e−µs, 1}. (4.12)

Let us prove that there exists c ∈ R such that φ̄(s, t) := ϕ(s − ct) is a super-
solution to (4.4), i.e.

F φ̄(s, t) ≥ 0, s ∈ R, t ≥ 0, (4.13)

where F is given by (3.1) (in the case d = 1). We have

(F φ̄)(s, t) = −cϕ′(s− ct)− κ+(ǎ+ ∗ ϕ)(s− ct) +mϕ(s− ct)
+ κ−ϕ(s− ct)(ǎ− ∗ ϕ)(s− ct),

hence the sufficient condition for (4.13) will be

Jc(s) := cϕ′(s) + κ+(ǎ+ ∗ ϕ)(s)−mϕ(s)− κ−ϕ(s)(ǎ− ∗ ϕ)(s) ≤ 0, (4.14)

for s ∈ R. By (4.12), (4.9), for s < 0, we have

Jc(s) = κ+(ǎ+∗ϕ)(s)−mθ−κ−θ(ǎ−∗ϕ)(s) ≤
(
(κ+ǎ−κ−θǎ−)∗θ

)
(s)−mθ = 0.

Next, by (4.12),

(ǎ+ ∗ ϕ)(s) ≤
∫
R
ǎ+(τ)e−µ(s−τ) dτ = e−µsaξ(µ),

therefore, for s ≥ 0, we have

Jc(s) ≤ −µcθe−µs + Θe−µsaξ(µ)−mθe−µs;
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and to get (4.14) it is enough to demand that κ+aξ(µ)−m−µc ≤ 0, in particular,

c =
κ+aξ(µ)−m

µ
. (4.15)

As a result, for φ̄(s, t) = ϕ(s− ct) with c given by (4.15), we have

F φ̄ ≥ 0 = F(Q̃tϕ), (4.16)

as Q̃tϕ is a solution to (4.4). Then, by (A2) and the inequality φ̄ ≤ θ, one can
apply Proposition 3.3 and get that

Q̃tϕ(s′) ≤ φ̄(t, s′) = ϕ(s′ − ct), a.a. s′ ∈ R,

where c is given by (4.15); note that, by (4.12), for any s ∈ R, the function
φ̄(s, t) is absolutely continuous in t. In particular, for t = 1, s′ = s+ c, we will
have

Q̃1ϕ(s+ c) ≤ ϕ(s), a.a. s ∈ R. (4.17)

And now one can apply [80, Theorem 5] which states that, if there exists a
flow of abstract mappings Q̃t, each of them maps Mθ(R) into itself and has
properties (Q1)–(Q5) of Proposition 3.14, and if, for some t (e.g. t = 1), for
some c ∈ R, and for some ϕ ∈ Mθ(R), the inequality (4.17) holds, then there
exists ψ ∈Mθ(R) such that, for any t ≥ 0,

(Q̃tψ)(s+ ct) = ψ(s), a.a. s ∈ R, (4.18)

that yields the solution to (4.4) in the form (4.8), and hence, by Remark 4.5,
we will get the existence of a solution to (2.1) in the form (4.1). It is worth
noting that in [80] the results were obtained for increasing functions bounded
by 1 whereas we are working with decreasing functions bounded by θ, however,
the corresponding statements may be proved literally in the same way as in [80],
see also Remark 4.6.

Next, by [80, Theorem 6], there exists c∗ = c∗(ξ) ∈ (−∞,∞] such that, for
any c ≥ c∗, there exists ψ = ψc ∈ Mθ(R) such that (4.18) holds, and for any
c < c∗ such a ψ does not exist. Since for c given by (4.15) such ψ exists, we
have that c∗ ≤ c < ∞, moreover, one can take any µ in (4.15) for that (A5)
holds. Therefore,

c∗ ≤ inf
λ>0

κ+aξ(λ)−m
λ

. (4.19)

The statement is proved.

Remark 4.10. It can be seen from the proof above that we didn’t use the special
form (4.12) of the function ϕ after the inequality (4.16). Therefore, if a function
ϕ1 ∈ Mθ(R) is such that the function φ̄(s, t) := ϕ1(s − ct), s ∈ R, t ≥ 0,
is a super-solution to (4.4), for some c ∈ R, i.e. if (4.13) holds, then there
exists a traveling wave solution to (4.4), and hence to (2.1), with some profile
ψ ∈Mθ(R) and the same speed c.

Next two statements describe the properties of a traveling wave solution.
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Proposition 4.11. Let ψ ∈ Mθ(R) and c ∈ R be such that there exists a
solution u ∈ X̃ 1

∞ to the equation (2.1) such that (4.1) holds, for some ξ ∈ Sd−1.
Then ψ ∈ C1(R→ [0, θ]), for c 6= 0, and ψ ∈ C(R→ [0, θ]), otherwise.

Proof. The condition (4.1) implies (4.2) for the ξ ∈ Sd−1. Then, by Propo-
sition 4.4, there exists φ given by (4.3) which solves (4.4); moreover, by Re-
mark 4.5, (4.8) holds.

Let c 6= 0. Is well-known that any monotone function is differentiable almost
everywhere. Prove first that ψ is differentiable everywhere on R. Fix any
s0 ∈ R. It follows directly from Proposition 4.4, that φ ∈ C1((0,∞)→ L∞(R)).
Therefore, for any t0 > 0 and for any ε > 0, there exists δ = δ(t0, ε) > 0 such
that, for all t ∈ R with |ct| < δ and t0 + t > 0, the following inequalities hold,
for a.a. s ∈ R,

∂φ

∂t
(s, t0)− ε < φ(s, t0 + t)− φ(s, t0)

t
<
∂φ

∂t
(s, t0) + ε, (4.20)

∂φ

∂t
(s, t0)− ε < ∂φ

∂t
(s, t0 + t) <

∂φ

∂t
(s, t0) + ε. (4.21)

Set, for the simplicity of notations, x0 = s0 + ct0. Take any 0 < h < 1 with
2h < min

{
δ, |c|t0

}
. Since ψ is a decreasing function, one has, for almost all

s ∈ (x0, x0 + h2),

ψ(s0 + h)− ψ(s0)

h
≤ ψ(s− ct0 + h− h2)− ψ(s− ct0)

h

=
φ(s, t0 + h2−h

c )− φ(s, t0)
h2−h
c

h2 − h
ch

≤
(
∂φ

∂t
(s, t0)∓ ε

)
h− 1

c
, (4.22)

by (4.20) with t = h2−h
c ; note that then |ct| = h − h2 < h < δ, and t0 + t > 0

(the latter holds, for c < 0, because of t0 + t > t0 then; and, for c > 0, it is
equivalent to ct0 > −ct = h − h2, that follows from h < ct0). Stress, that, in
(4.22), one needs to choose −ε, for c > 0, and +ε, for c < 0, according to the
left and right inequalities in (4.20), correspondingly.

Similarly, for almost all s ∈ (s0 + ct0 − h2, s0 + ct0), one has

ψ(s0 + h)− ψ(s0)

h
≥ ψ(s− ct0 + h+ h2)− ψ(s− ct0)

h

=
φ(s, t0 − h2+h

c )− φ(s, t0)

−h2+h
c

h2 + h

−ch
≥
(
∂φ

∂t
(s, t0)± ε

)
h+ 1

−c
, (4.23)

where we take again the upper sign, for c > 0, and the lower sign, for c < 0;
note also that h + h2 < 2h < δ. Next, one needs to ‘shift’ values of s in (4.23)
to get them the same as in (4.22). To do this note that, by (4.8),

φ
(
s+ h2, t0 +

h2

c

)
= φ(s, t0), a.a. s ∈ Rd. (4.24)

As a result,

(ǎ± ∗ φ)
(
s+ h2, t0 +

h2

c

)
=

∫
R
ǎ±(s′)φ

(
s− s′ + h2, t0 +

h2

c

)
ds

= (ǎ± ∗ φ)(s, t0), a.a. s ∈ Rd.
(4.25)
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Then, by (4.4), (4.24), (4.25), one gets

∂

∂t
φ
(
s+ h2, t0 +

h2

c

)
=

∂

∂t
φ(s, t0), a.a. s ∈ Rd. (4.26)

Therefore, by (4.26), one gets from (4.23) that, for almost all s ∈ (x0, x0 + h2),
cf. (4.22),

ψ(s0 + h)− ψ(s0)

h
≥
(
∂φ

∂t

(
s, t0 +

h2

c

)
± ε
)
h+ 1

−c
,

and, since
∣∣h2

c

∣∣ < δ, one can apply the right and left inequalities in (4.21), for
c > 0 and c < 0, correspondingly, to continue the estimate

≥
(
∂φ

∂t
(s, t0)± 2ε

)
h+ 1

−c
. (4.27)

Combining (4.22) and (4.27), we obtain(
esssup

s∈(x0,x0+h2)

∂φ

∂t
(s, t0)± 2ε

)
h+ 1

−c
≤ ψ(s0 + h)− ψ(s0)

h

≤

(
esssup

s∈(x0,x0+h2)

∂φ

∂t
(s, t0)∓ ε

)
h− 1

c
. (4.28)

For fixed s0 ∈ R, t0 > 0 and for x0 = s0 + ct0, the function

f(h) := esssup
s∈(x0,x0+h2)

∂φ

∂t
(s, t0), h ∈ (0, 1)

is bounded, as |f(h)| ≤
∥∥∂φ
∂t (·, t0)

∥∥
∞ < ∞, and monotone; hence there exists

f̄ = lim
h→0+

f(h). As a result, for small enough h, (4.28) yields

(f̄ ± 2ε)
1

−c
− ε ≤ ψ(s0 + h)− ψ(s0)

h
≤ (f̄ ∓ ε)−1

c
+ ε,

and, therefore, there exists
∂ψ

∂s
(s0+) =

−f̄
c

. In the same way, one can prove

that there exists
∂ψ

∂s
(s0−) =

−f̄
c

, and, therefore, ψ is differentiable at s0. As a
result, ψ is differentiable (and hence continuous) on the whole R.

Next, for any s1, s2, h ∈ R, we have∣∣∣∣ψ(s1 + h)− ψ(s1)

h
− ψ(s2 + h)− ψ(s2)

h

∣∣∣∣
=

1

|c|

∣∣∣∣φ
(
s1 + ct0, t0 − h

c

)
− φ(s1 + ct0, t0)

−hc

−
φ
(
s1 + ct0, t0 + s1−s2

c − h
c

)
− φ

(
s1 + ct0, t0 + s1−s2

c

)
−hc

∣∣∣∣;
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and if we pass h to 0, we get

|ψ′(s1)− ψ′(s2)| = 1

|c|

∣∣∣∣ ∂∂tφ(s1 + ct0, t0)− ∂

∂t
φ
(
s1 + ct0, t0 +

s1 − s2

c

)∣∣∣∣
≤ 1

|c|

∥∥∥∥ ∂∂tφ(·, t0)− ∂

∂t
φ
(
·, t0 +

s1 − s2

c

)∥∥∥∥. (4.29)

And now, by the continuity of ∂
∂tφ(·, t) in t in the sence of the norm in L∞(R),

we have that, for any ε > 0, there exists δ > 0 such that |s1 − s2| ≤ cδ implies
that, by (4.29),

|ψ′(s1)− ψ′(s2)| ≤ 1

|c|
ε.

As a result, ψ′(s) is uniformly continuous on R and hence continuous.
Finally, consider the case c = 0. Then (4.8) implies that φ(s, t) must be

constant in time, i.e. φ(s, t) = ψ(s), for a.a. s ∈ R. Thus one can rewrite (4.4)
as follows

κ+(ǎ+ ∗ ψ)(s)−mψ(s)− κ−ψ(s)(ǎ− ∗ ψ)(s) = 0, (4.30)

or, equivalently,

ψ(s) =
κ+(ǎ+ ∗ ψ)(s)

m+ κ−(ǎ− ∗ ψ)(s)
. (4.31)

Since ψ ∈ L∞(R), then, by Lemma 2.1, the r.h.s. of (4.31) is a continuous in s
function, and hence ψ ∈ C(R).

Corollary 4.12. In conditions and notations of Proposition 4.11, ψ is a strictly
decaying function, for any speed c.

Proof. Let c ∈ R be the speed of a traveling wave with a profile ψ ∈ Mθ(R) in
a direction ξ ∈ Sd−1. By Proposition 4.11, ψ ∈ C(R). Suppose that ψ is not
strictly decaying, then there exists δ0 > 0 and s0 ∈ R, such that ψ(s) = ψ(s0),
for all |s − s0| ≤ δ0. Take any δ ∈

(
0, δ02

)
, and consider the function ψδ(s) :=

ψ(s + δ). Clearly, ψδ(s) ≤ ψ(s), s ∈ R. By Remark 4.7, ψδ is a profile for a
traveling wave with the same speed c. Therefore, one has two solutions to (2.1):
u(x, t) = ψ(x · ξ − ct) and uδ(x, t) = ψδ(x · ξ − ct) and hence u(x, t) ≤ uδ(x, t),
x ∈ Rd, t ≥ 0. By the maximum principle, see Theorem 3.8, either u ≡ uδ,
that contradicts δ > 0 or u(x, t) < uδ(x, t), x ∈ Rd, t > 0. The latter, however,
contradicts the equality u(x, t) = uδ(x, t), which holds e.g. if x · ξ − ct = s0.
Hence ψ is a strictly decaying function.

As a result, if ψ ∈ Mθ(R) and c ∈ R are such that there exists a solution
u ∈ X̃ 1

∞ to the equation (2.1) such that (4.1) holds, for some ξ ∈ Sd−1, then
φ given by (4.8) solves (4.4) where ǎ± are given by (4.6) and depend on the
ξ ∈ Sd−1. Next, by Proposition 4.11, for any c 6= 0, one can differentiate
ψ(s− ct) in t ≥ 0. Thus we get

cψ′(s) + κ+(ǎ+ ∗ ψ)(s)−mψ(s)− κ−ψ(s)(ǎ− ∗ ψ)(s) = 0, s ∈ R; (4.32)

recall that, by Lemma 2.1, the l.h.s. of (4.32) is indeed defined point-wise. For
c = 0, one has (4.30), i.e. (4.32) holds in this case as well.
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Under assumptions (A1) and (A2), define the following function, cf. (3.19),

J̌υ(s) := κ+ǎ+(s)− υκ−ǎ−(s), s ∈ R, υ ∈ (0, θ]. (4.33)

Then, by (4.9),
J̌υ(s) ≥ J̌θ(s) ≥ 0, s ∈ R, υ ∈ (0, θ).

Proposition 4.13. Let (A1) and (A2) hold. Then, in the conditions and no-
tations of Proposition 4.11, there exists µ = µ(c, a+,κ−, θ) > 0 such that∫

R
ψ(s)eµs ds <∞.

Proof. At first, we prove that ψ ∈ L1(R+). Let υ ∈ (0, θ) and J̌υ(s) > 0, s ∈ R
be given by (4.33). Since

∫
R J̌υ(s) ds = κ+− υκ− > m, one can choose R0 > 0,

such that ∫ R0

−R0

J̌υ(s) ds = m. (4.34)

We rewrite (4.32) as follows

cψ′(s) + (J̌υ ∗ ψ)(s) + κ−
(
υ − ψ(s)

)
(ǎ− ∗ ψ)(s)−mψ(s) = 0, s ∈ R. (4.35)

Fix arbitrary r0 > 0, such that

ψ(r0) < υ. (4.36)

Let r > r0 +R0. Integrate (4.35) over [r0, r]; one gets

c(ψ(r)− ψ(r0)) +A+B = 0, (4.37)

where

A :=

∫ r

r0

(J̌υ ∗ ψ)(s) ds−m
∫ r

r0

ψ(s)ds,

B := κ−
∫ r

r0

(υ − ψ(s))(ǎ− ∗ ψ)(s) ds.

By (4.33), (4.34), one has

A ≥
∫ r

r0

∫ R0

−R0

J̌υ(τ)ψ(s− τ)dτds−m
∫ r

r0

ψ(s) ds

=

∫ R0

−R0

J̌υ(τ)

(∫ r−τ

r0−τ
ψ(s) ds−

∫ r

r0

ψ(s) ds

)
dτ

=

∫ R0

0

J̌υ(τ)

(∫ r0

r0−τ
ψ(s) ds−

∫ r

r−τ
ψ(s) ds

)
dτ

+

∫ 0

−R0

J̌υ(τ)

(∫ r−τ

r

ψ(s) ds−
∫ r0−τ

r0

ψ(s) ds

)
dτ ; (4.38)
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and since ψ is a decreasing function and r−R0 > r0, we have from (4.38), that

A ≥ (ψ(r0)− ψ(r −R0))

∫ R0

0

τ J̌υ(τ) dτ + (ψ(r +R0)− ψ(r0))

∫ 0

−R0

(−τ)Jυ(τ) dτ

≥ −θ
∫ 0

−R0

(−τ)Jυ(τ) dτ =: −θJ̄υ,R0
. (4.39)

Next, (4.36) and monotonicity of ψ imply

B ≥ κ−(υ − ψ(r0))

∫ r

r0

(ǎ− ∗ ψ)(s) ds. (4.40)

Then, by (4.37), (4.39), (4.40), (4.36), one gets

0 ≤ κ−(υ − ψ(r0))

∫ r

r0

(ǎ− ∗ ψ)(s) ds ≤ θJ̄υ,R0
+ c(ψ(r0)− ψ(r))

→ θJ̄υ,R0
+ cψ(r0) <∞, r →∞,

therefore, ǎ− ∗ψ ∈ L1(R+). Finally, (4.7) implies that there exist a measurable
bounded set ∆ ⊂ R, with m(∆) :=

∫
∆
ds ∈ (0,∞), and a constant µ > 0, such

that ǎ−(τ) ≥ µ, for a.a. τ ∈ ∆. Let δ = inf ∆ ∈ R. Then, for any s ∈ R, one
has

(ǎ− ∗ ψ)(s) ≥
∫

∆

ǎ−(τ)ψ(s− τ) dτ ≥ µψ(s− δ)m(∆).

Therefore ψ ∈ L1(R+).
For any N ∈ N, we define ϕN (s) := 11(−∞,N)(s) + e−λ(s−N)11[N,∞)(s), where

λ > 0. By the proved above, ψ, ǎ± ∗ ψ ∈ L1(R+) ∩ L∞(R) hence, by (4.32),
cψ′ ∈ L1(R+) ∩ L∞(R). Therefore, all terms of (4.32) being multiplied on
eλsϕN (s) are integrable over R. After this integration, (4.32) will be read as
follows

I1 + I2 + I3 = 0, (4.41)

where (recall that κ−θ − κ+ = −m)

I1 := c

∫
R
ψ′(s)eλsϕN (s) ds,

I2 := κ+

∫
R

(
(ǎ+ ∗ ψ)(s)− ψ(s)

)
eλsϕN (s) ds,

I3 := κ−
∫
R
ψ(s)

(
θ − (ǎ− ∗ ψ)(s)

)
eλsϕN (s) ds

We estimate now I1, I2, I3 from below.
We start with I2. One can write∫

R
(ǎ+ ∗ ψ)(s)eλsϕN (s) ds =

∫
R

∫
R
ǎ+(s− τ)ψ(τ)eλsϕN (s) dτds

=

∫
R

∫
R
ǎ+(s)eλsϕN (τ + s) ds eλτψ(τ) dτ

≥
∫
R

(∫ R

−∞
ǎ+(s)eλs ds

)
ϕN (τ +R)eλτψ(τ) dτ, (4.42)
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for any R > 0, as ϕ is nonincreasing. By (4.7), one can choose R > 0 such that∫ R

−∞
ǎ+(τ) dτ > 1− κ−θ

4
.

By continuity arguments, there exists ν > 0 such that, for any 0 < λ < ν,∫ R

−∞
ǎ+(τ)eλτ dτ ≥

(
1− κ−θ

4

)
eλR. (4.43)

Therefore, combining (4.42) and (4.43), we get

I2 ≥
∫
R

(
1− κ−θ

4

)
eλRϕN (τ +R)eλτψ(τ) dτ −

∫
R
ψ(s)eλsϕN (s) ds

=

∫
R

(
1− κ−θ

4

)
ϕN (τ)eλτψ(τ −R) dτ −

∫
R
ψ(s)eλsϕN (s) ds

≥ −κ−θ
4

∫
R
ψ(s)eλsϕN (s) ds, (4.44)

as ψ(τ −R) ≥ ψ(τ), τ ∈ R, R > 0.
Now we estimate I3. By (4.1), it is easily seeÑĆ that the function (ǎ−∗ψ)(s)

decreases monotonically to 0 as s→∞. Suppose additionally that R > 0 above
is such that

(ǎ− ∗ ψ)(s) <
θ

2
, s > R.

Then, one gets

I3 ≥
θ

2

∫ ∞
R

ψ(s)eλsϕN (s) ds+

∫ R

−∞
ψ(s)

(
θ − (ǎ− ∗ ψ)(s)

)
eλsϕN (s) ds

≥ θ

2

∫ ∞
R

ψ(s)eλsϕN (s) ds,

as ψ ≥ 0, ϕN ≥ 0, (ǎ− ∗ ψ)(s) ≤ θ.
It remains to estimate I1 (in the case c 6= 0). Since lim

s→±∞
ψ(s)eλsϕN (s) = 0,

we have from the inntegration by parts formula, that

I1 = −c
∫
R
ψ(s)(λϕN (s) + ϕ′N (s))eλs ds.

For c > 0, one can use that ϕ′N (s) ≤ 0, s ∈ R, and hence

I1 ≥ −cλ
∫
R
ψ(s)ϕN (s)eλs ds.

For c < 0, we use that, by the definition of ϕN , λϕN (s) + ϕ′N (s) = 0, s ≥ N ;
therefore,

I1 = −cλ
∫ N

−∞
ψ(s) ds > 0. (4.45)
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Therefore, combining (4.44)–(4.45), we get from (4.41), that

0 ≥ −λc̄
∫
R
ψ(s)ϕN (s)eλs ds− κ−θ

4

∫
R
ψ(s)eλsϕN (s) ds

+
κ−θ

2

∫ ∞
R

ψ(s)eλsϕN (s) ds,

where c̄ = max{c, 0}.
The latter inequality can be easily rewritten as(κ−θ

4
− λc̄

)∫ ∞
R

ψ(s)eλsϕN (s) ds ≤
(κ−θ

4
+ λc̄

)∫ R

−∞
ψ(s)ϕN (s)eλs ds

≤
(κ−θ

4
+ λc̄

)
θ

∫ R

−∞
eλs ds =: Iλ,R <∞, (4.46)

for any 0 < λ < ν.
Take now µ < min

{
ν, κ

−θ
4c

}
, for c > 0, and µ < ν, otherwise. Then, by

(4.46), for any N > R, one get

∞ >
(κ−θ

4
− µc̄

)−1

Iµ,R >

∫ ∞
R

ψ(s)eµsϕN (s) ds ≥
∫ N

R

ψ(s)eµs ds,

thus, ∫
R
ψ(s)eµs ds =

∫ R

−∞
ψ(s)eµs ds+

∫ ∞
R

ψ(s)eµs ds

≤ θ
∫ R

−∞
eµs ds+ Iµ,R

(κ−θ
4
− µc̄

)−1

<∞,

that gets the statement.

4.2 Speed and profile of a traveling wave
Through this subsection we will suppose, additionally to (A1) and (A2), that

a+ ∈ L∞(Rd). (A6)

Clearly, (A2) and (A6) imply a− ∈ L∞(Rd).
Remark 4.14. All further statements remain true if we change (A6) on the
condition ǎ+ ∈ L∞(R), where ǎ+ is given by (4.6); evidently, the latter condition
is, for d ≥ 2, weaker than (A6).

Let ξ ∈ Sd−1 be fixed and (A5) hold. Assume also that∫
Rd
|x · ξ| a+(x) dx <∞. (A7)

Under assumption (A7), we define

mξ :=

∫
Rd
x · ξ a+(x) dx. (4.47)
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Suppose also, that the following modification of (A3) holds:

there exist r = r(ξ) ≥ 0, ρ = ρ(ξ) > 0, δ = δ(ξ) > 0, such that

a+(x) ≥ ρ, for a.a. x ∈ Bδ(rξ).
(A8)

For an f ∈ L∞(R), let Lf be a bilateral-type Laplace transform of f , cf. [78,
Chapter VI]:

(Lf)(z) =

∫
R
f(s)ezs ds, Re z > 0. (4.48)

We collect several results about L in the following lemma.

Lemma 4.15. Let f ∈ L∞(R).

(L1) There exists λ0(f) ∈ [0,∞] such that the integral (4.48)converges in the
strip {0 < Re z < λ0(f)} (provided that λ0(f) > 0) and diverges in the
half plane {Re z > λ0(f)} (provided that λ0(f) <∞).

(L2) Let λ0(f) > 0. Then (Lf)(z) is analytic in {0 < Re z < λ0(f)}, and, for
any n ∈ N,

dn

dzn
(Lf)(z) =

∫
R
ezssnf(s) ds, 0 < Re z < λ0(f).

(L3) Let f ≥ 0 a.e. and 0 < λ0(f) < ∞. Then (Lf)(z) has a singularity at
z = λ0(f). In particular, Lf has not an analytic extension to a strip
0 < Re z < ν, with ν > λ0(f).

(L4) Let f ′ := d
dsf ∈ L

∞(R), f(∞) = 0, and λ0(f ′) > 0. Then λ0(f) ≥ λ0(f ′)
and, for any 0 < Re z < λ0(f ′),

(Lf ′)(z) = −z(Lf)(z). (4.49)

(L5) Let g ∈ L∞(R) ∩ L1(R) and λ0(f) > 0, λ0(g) > 0. Then λ0(f ∗ g) ≥
min{λ0(f), λ0(g)} and, for any 0 < Re z < min{λ0(f), λ0(g)},(

L(f ∗ g)
)
(z) = (Lf)(z)(Lg)(z) (4.50)

(L6) Let 0 ≤ f ∈ L1(R) ∩ L∞(R) and λ0(f) > 0. Then lim
λ→0+

(Lf)(λ) =∫
R f(s) ds.

(L7) Let f ≥ 0, λ0(f) ∈ (0,∞) and A :=
∫
R f(s)eλ0(f)s ds < ∞. Then

lim
λ→λ0(f)−

(Lf)(λ) = A.

(L8) Let f ≥ 0 be decreasing on R, and let λ0(f) > 0. Then, for any 0 < λ <
λ0(f),

f(s) ≤ λeλ

eλ − 1
(Lf)(λ)e−λs, s ∈ R. (4.51)

Moreover, for any 0 ≤ g ∈ L∞(R) ∩ L1(R), λ0(g) > 0,

λ0

(
f(g ∗ f)

)
≥ λ0(f) + min

{
λ0(g), λ0(f)

}
. (4.52)
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Proof. We can rewrite L = L+ + L−, where

(L±f)(z) =

∫
R±

f(s)ezs ds, Re z > 0,

R+ = [0,∞), R− = (∞, 0]. Let L denote the classical (unilateral) Laplace
transform:

(Lf)(z) =

∫
R+

f(s)e−zs ds,

and l0(f) be its abscissa of convergence (see details, e.g., in [78, Chapter II]).
Then, clearly, (L+f)(z) = (Lf)(−z), (L−f)(z) = (Lf−)(z), where f−(s) =
f(−s), s ∈ R. As a result, λ0(f) = −l0(f).

It is easily seen that, for f ∈ L∞(R), l0(f−) ≤ 0, in particular,the function
(L−f)(z) is analytic on Re z > 0.

Therefore, the properties (L1)–(L3) are direct consequences of [78, Theorems
II.1, II.5a, II.5b], respectively. The property (L4) may be easily derived from [78,
Theorem II.2.3a, II.2.3b], taking into account that f(∞) = 0. The property (L5)
one gets by a straightforward computation, cf. [78, Theorem VI.16a]; note that
f ∗ g ∈ L∞(R).

Next, λ0(f) > 0 implies l0(f) < 0, therefore, L+f can be analytically contin-
ued to 0. If l(f−) < 0, then L−f can be analytically continued to 0 as well, and
(L6) will be evident. Otherwise, if l(f−) = 0 then (L6) follows from [78, Theo-
rem V.1]. Similar arguments prove (L7).

To prove (L8) for decreasing nonnegative f , note that, for any 0 < λ < λ0(f),

f(s)

∫ s

s−1

eλτ dτ ≤
∫ s

s−1

f(τ)eλτ dτ ≤ (Lf)(λ), s ∈ R,

that implies (4.51). Next, by (L5), λ0(g ∗ f) > 0, and conditions on g yield that
g ∗ f ≥ 0 is decreasing as well. Therefore, by (4.51), for any 0 < λ < λ0(g ∗ f),∣∣(L(f(g ∗ f))

)
(z)
∣∣ ≤ ∫

R
f(s)(g ∗ f)(s)esRe z ds

≤ λeλ

eλ − 1

(
L(g ∗ f)

)
(λ)

∫
R
f(s)e−sλesRe z ds <∞,

provided that Re z < λ0(f) +λ < λ0(f) +λ0(g ∗ f). As a result, λ0

(
f(g ∗ f)

)
≥

λ0(f) + λ0(g ∗ f) that, by (L5), implies (4.52).

Fix any ξ ∈ Sd−1. Then, by (4.11), one has that λ0(ǎ±) > 0. Consider, cf.
(4.15), (4.19), the following complex-valued function

Gξ(z) :=
κ+(Lǎ+)(z)−m

z
, Re z > 0, (4.53)

which is well-defined on 0 < Re z < λ0(ǎ+). Note that, by (4.11),

(Lǎ+)(λ) = aξ(λ), Gξ(λ) =
κ+aξ(λ)−m

λ
, 0 < λ < λ0(ǎ+),

and hence, by (4.19),

c∗(ξ) ≤ inf
λ>0

Gξ(λ), (4.54)
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where c∗(ξ) is the minimal speed of traveling waves, cf. Theorem 4.9. We will
show below that in fact there exists equality in (4.54), and hence in (4.19).

We start with the following notations to simplify the further statements.

Definition 4.16. Let m > 0, κ± > 0, 0 ≤ a− ∈ L1(Rd) be fixed, and (A1)
holds. For an arbitrary ξ ∈ Sd−1, denote by Uξ the subset of functions 0 ≤ a+ ∈
L1(Rd) such that (A2) and (A5)–(A8) hold.

For a+ ∈ Uξ, denote also the interval Iξ ⊂ (0,∞) by

Iξ :=


(0,∞), if λ0(ǎ+) =∞,(
0, λ0(ǎ+)

)
, if λ0(ǎ+) <∞ and (Lǎ+)

(
λ0(ǎ+)

)
=∞(

0, λ0(ǎ+)
]
, if λ0(ǎ+) <∞ and (Lǎ+)

(
λ0(ǎ+)

)
<∞.

Proposition 4.17. Let ξ ∈ Sd−1 be fixed and a+ ∈ Uξ. Then there exists
λ∗ = λ∗(ξ) ∈ Iξ such that

inf
λ>0

Gξ(λ) = min
λ∈Iξ

Gξ(λ) = Gξ(λ∗) > κ+mξ. (4.55)

Moreover, Gξ is strictly decreasing on (0, λ∗] and Gξ is strictly increasing on
Iξ \ (0, λ∗] (the latter interval may be empty).

Proof. First of all, by (4.6), the condition (A7) implies, cf. (4.11),

mξ =

∫
R
sǎ+(s) ds ∈ R. (4.56)

Next, to simplify notations, we set λ0 := λ0(ǎ+) ∈ (0,∞]. Denote also

Fξ(λ) := κ+aξ(λ)−m = λGξ(λ), λ ∈ Iξ. (4.57)

By (L2), for any λ ∈ (0, λ0),

a′′ξ (λ) =

∫
R
s2ǎ+(s)eλs ds > 0, (4.58)

therefore, a′ξ(λ) is increasing on (0, λ0); in particular, by (4.56), we have, for
any λ ∈ (0, λ0),∫

R
sǎ+(s)eλs ds = a′ξ(λ) > a′ξ(0) =

∫
R
sǎ+(s) ds = mξ. (4.59)

Next, by (L6), Fξ(0+) = κ+ −m > 0, hence,

Gξ(0+) =∞. (4.60)

Finally, for λ ∈ (0, λ0), we have

G′ξ(λ) = λ−2
(
λF ′ξ(λ)− Fξ(λ)

)
= λ−1

(
F ′ξ(λ)−Gξ(λ)

)
, (4.61)

G′′ξ (λ) = λ−1(F ′′ξ (λ)− 2G′ξ(λ)). (4.62)

We will distinguish two cases.
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Case 1. There exists µ ∈ (0, λ0) with G′ξ(µ) = 0. Then, by (4.62), (4.58),

G′′ξ (µ) = µ−1F ′′ξ (µ) = µ−1κ+a′′ξ (µ) > 0.

Hence any stationary point of Gξ is with necessity a point of local minimum,
therefore, Gξ has at most one such a point, thus it will be a global minimum.
Moreover, by (4.61), (4.59), G′(µ) = 0 implies

Gξ(µ) = F ′ξ(µ) = κ+a′ξ(µ) > κ+mξ. (4.63)

Therefore, in the Case 1, one can choose λ∗ = µ (which is unique then) to fulfill
the statement.

Find when the Case 1 is possible.

1. Let λ0 = ∞. Note that (A8) implies that there exist δ′ > 0, ρ′ > 0, such
that ǎ+(s) ≥ ρ′, for a.a. s ∈ [r, r + δ′]. Indeed, fix, for the case d ≥ 2, a
basis η1, . . . , ηd−1 of Hξ = {ξ}⊥, cf. definition of (4.6), then

Bδ(rξ) ⊃
{

(r + σ)ξ + τ1η1 + . . .+ τd−1ηd−1

∣∣∣ |σ| ≤ δ√
d
, |τi| ≤

δ√
d

}
.

Therefore, by (4.6) and (A8),

ǎ+(s) ≥ ρ
( 2δ√

d

)d−1

=: ρ′, s ∈ [r, r + δ′], δ′ :=
δ√
d
.

Hence if λ0 =∞, then

1

λ
aξ(λ) ≥ 1

λ

∫ r+δ′

r

ǎ+(s)eλs ds ≥ ρ′ 1

λ2

(
eλ(r+δ′) − eλr

)
→∞, (4.64)

as λ→∞. Then, in such a case, Gξ(∞) =∞. Therefore, by (4.60), there
exists a zero of G′ξ.

2. Let λ0 <∞ and aξ(λ0) =∞. Then, again, (4.60) implies the existence of
a zero of G′ξ on (0, λ0).

3. Let λ0 <∞ and aξ(λ0) <∞. By (4.57), (4.61),

lim
λ→0+

λ2G′ξ(λ) = −Fξ(0+) = −(κ+ −m) < 0.

Therefore, the function G′ξ has a zero on (0, λ0) if and only if takes a
positive value at some point from (0, λ0).

Now, one can formulate and consider the opposite to the Case 1.
Case 2. Let λ0 <∞, aξ(λ0) <∞, and

G′ξ(λ) < 0, λ ∈ (0, λ0). (4.65)

Therefore,

inf
λ>0

Gξ(λ) = inf
λ∈(0,λ0]

Gξ(λ) = lim
λ→λ0−

Gξ(λ) = Gξ(λ0), (4.66)
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by (L7). Hence we have the first equality in (4.55), by setting λ∗ := λ0. To prove
the second inequality in (4.55), note that, by (4.61), the inequality (4.65) is
equivalent to F ′ξ(λ) < Gξ(λ), λ ∈ (0, λ0). Therefore, by (4.66), (4.57), (4.59),

Gξ(λ0) = inf
λ∈
(
λ0
2 ,λ0

)Gξ(λ) ≥ inf
λ∈
(
λ0
2 ,λ0

)F ′ξ(λ) ≥ κ+a′ξ

(λ0

2

)
> κ+mξ,

where we used again that, by (4.58), a′ξ and hence F ′ξ are increasing on (0, λ0).
The statement is fully proved now.

The second case in the proof of Proposition 4.17 requires additional analysis.
Let ξ ∈ Sd−1 be fixed and a+ ∈ Uξ, λ0 := λ0(ǎ+). By (L2), one can define the
following function

tξ(λ) := κ+

∫
R

(1− λs)ǎ+(s)eλs ds ∈ R, λ ∈ [0, λ0). (4.67)

Note that ∫
R−
|s|ǎ+(s)eλ0s ds <∞, (4.68)

and
∫
R+
sǎ+(s)eλ0s ds ∈ (0,∞] is well-defined. Then, in the case λ0 < ∞ and

aξ(λ0) <∞, one can continue tξ at λ0, namely,

tξ(λ0) := κ+

∫
R
(1− λ0s)ǎ

+(s)eλ0s ds ∈ [−∞,κ+). (4.69)

To prove the latter inclusion, i.e. that tξ(λ0) < κ+, consider the function
f0(s) := (1 − λ0s)e

λ0s, s ∈ R. Then, f ′0(s) = −λ2
0se

λ0s, and thus f0(s) <
f0(0) = 1, s 6= 0. Moreover, the function g0(s) = f0(−s) − f0(s), s ≥ 0 is
such that g′0(s) = λ2

0s(e
λ0s − e−λ0s) > 0, s > 0. As a result, for any δ > 0,

f0(−δ) > f0(δ), and∫
R
f0(s)ǎ+(s) ds ≤ f0(−δ)

∫
R\[−δ,δ]

ǎ+(s) ds+

∫
[−δ,δ]

ǎ+(s) ds <

∫
R
ǎ+(s) ds = 1.

Proposition 4.18. Let ξ ∈ Sd−1 be fixed and a+ ∈ Uξ. Suppose also that
λ0 := λ0(ǎ+) <∞ and aξ(λ0) <∞. Then (4.65) holds iff

tξ(λ0) ∈ (0,κ+), (4.70)
m ≤ tξ(λ0). (4.71)

Proof. Define the function, cf. (4.57),

Hξ(λ) := λF ′ξ(λ)− Fξ(λ), λ ∈ (0, λ0). (4.72)

By (4.61), the condition (4.65) holds iff Hξ is negative on (0, λ0). By (4.72),
(4.58), one has H ′ξ(λ) = λF ′′ξ (λ) > 0, λ ∈ (0, λ0) and, therefore, Hξ is (strictly)
increasing on (0, λ0). By Proposition 4.17, G′ξ, and hence Hξ, are negative on a
right-neighborhood of 0. As a result, Hξ(λ) < 0 on (0, λ0) iff

lim
λ→λ0−

Hξ(λ) ≤ 0. (4.73)
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On the other hand, by (4.57), (4.67), one can rewrite Hξ(λ) as follows:

Hξ(λ) = −tξ(λ) +m, λ ∈ (0, λ0). (4.74)

By the monotone convergence theorem,

lim
λ→λ0−

∫
R+

(λs− 1)ǎ+(s)eλs ds =

∫
R+

(λ0s− 1)ǎ+(s)eλ0s ds ∈ (−1,∞].

Therefore, by (4.68), (4.74), tξ(λ0) ∈ R iff Hξ(λ0) = lim
λ→λ0−

Hξ(λ) ∈ R. Next,

clearly, Hξ(λ0) ∈ (m− κ+, 0] holds true iff both (4.71) and (4.70) hold.
As a result, (4.65) is equivalent to (4.73) and the latter, by (4.68), implies

that tξ(λ0) ∈ R and hence Hξ(λ0) ∈ (m − κ+, 0]. Vice versa, (4.70) yields
tξ(λ0) ∈ R that together with (4.71) give that Hξ(λ0) ≤ 0, i.e. that (4.65)
holds.

According to the above, it is natural to consider two subclasses of functions
from Uξ, cf. Definition 4.16.

Definition 4.19. Let ξ ∈ Sd−1 be fixed. We denote by Vξ the class of all
kernels a+ ∈ Uξ such that one of the following assumptions does hold:

1. λ0 := λ0(ǎ+) =∞;

2. λ0 <∞ and aξ(λ0) =∞;

3. λ0 <∞, aξ(λ0) <∞ and tξ(λ0) ∈ [−∞, 0], where tξ(λ0) is given by (4.69).

Correspondingly, we denote by Wξ the class of all kernels a+ ∈ Uξ such that
λ0 <∞, aξ(λ0) <∞, and tξ(λ0) ∈ (0,κ+). Clearly, Uξ = Vξ ∪Wξ.

As a result, combining the proofs and statements of Propositions 4.17 and 4.18,
one immediately gets the following corollary.

Corollary 4.20. Let ξ ∈ Sd−1 be fixed, a+ ∈ Uξ, and λ∗ be the same as in the
Proposition 4.17. Then λ∗ < λ0 := λ0(ǎ+) iff either a+ ∈ Vξ or a+ ∈ Wξ with
m > tξ(λ0). Moreover, in the both cases, G′(λ∗) = 0. Correspondingly, λ∗ = λ0

iff a+ ∈ Wξ with m ≤ tξ(λ0). Moreover, in this case,

lim
λ→λ0−

G′ξ(λ) =
m− tξ(λ0)

λ2
0

≤ 0. (4.75)

Example 4.21. To demonstrate the cases of Definition 4.19 on an example,
consider the following family of functions

ǎ+(s) :=
αe−µ|s|

p

1 + |s|q
, s ∈ R, p ≥ 0, q ≥ 0, µ > 0, (4.76)

where α > 0 is a normalising constant to get (4.7). Clearly, the case p ∈ [0, 1)
implies λ0(ǎ+) = 0, that is impossible under assumption (A5). Next, p > 1
leads to λ0(ǎ+) =∞, in particular, the corresponding a+ ∈ Vξ. Let now p = 1,
then λ0(ǎ+) = µ. The case q ∈ [0, 1] gives aξ(λ0) = ∞, i.e. a+ ∈ Vξ as well.
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In the case q ∈ (1, 2], we will have that aξ(λ0) <∞, however,
∫
R sǎ

+(s)eµs ds =
∞, i.e. tξ(µ) = −∞, and again a+ ∈ Vξ. Let q > 2; then, by (4.67),

tξ(µ) = κ+α

∫
R−

1− µs
1 + |s|q

e2µs ds+ κ+α

∫
R+

1− µs
1 + sq

ds

≥ κ+α

∫
R+

1− µs
1 + sq

ds =
πκ+α

q

(
1

sin π
q

− µ

sin 2π
q

)
> 0,

if only µ < 2 cos πq ; then we have a+ ∈ Wξ. On the other hand, using the
inequality te−t ≤ e−1, t ≥ 0, one gets

tξ(µ) = κ+α

∫
R+

(1 + µs)e−2µs + 1− µs
1 + sq

ds (4.77)

≤ κ+α

∫
R+

1 + 1
2e + 1− µs
1 + sq

ds =
πκ+α

2eq

(
1 + 4e

sin π
q

− 2eµ

sin 2π
q

)
< 0,

if only µ > 1+4e
e cos πq ; then we have a+ ∈ Vξ. Since

d

dµ

(
(1 + µs)e−2µs + 1− µs

)
= −se−2µs(1 + 2sµ)− s < 0, s > 0, µ > 0,

we have from (4.77), that tξ(µ) is strictly decreasing and continuous in µ, there-
fore, there exist a critical value µ∗ ∈

(
2 cos πq , (4 + e−1) cos πq ), such that, for all

µ ≥ µ∗, a+ ∈ Vξ, whereas, for µ ∈ (0, µ∗), a+ ∈ Wξ.

Now we are ready to prove the main statement of this subsection.

Theorem 4.22. Let ξ ∈ Sd−1 be fixed and a+ ∈ Uξ. Let c∗(ξ) be the minimal
traveling wave speed according to Theorem 4.9, and let, for any c ≥ c∗(ξ), the
function ψ = ψc ∈ Mθ(R) be a traveling wave profile corresponding to the
speed c. Let λ∗ ∈ Iξ be the same as in the Proposition 4.17. Denote, as usual,
λ0 := λ0(ǎ+).

1. The following relations hold

c∗(ξ) = min
λ>0

κ+aξ(λ)−m
λ

=
κ+aξ(λ∗)−m

λ∗
> κ+mξ, (4.78)

λ0(ψ) ∈ (0, λ∗], (4.79)

(Lψ)
(
λ0(ψ)

)
=∞; (4.80)

and the mapping (0, λ∗] 3 λ0(ψ) 7→ c ∈ [c∗(ξ),∞) is a (strictly) monoton-
ically decreasing bijection, given by

c =
κ+aξ

(
λ0(ψ)

)
−m

λ0(ψ)
. (4.81)

In particular, λ0(ψc∗(ξ)) = λ∗.

2. For a+ ∈ Vξ and for a+ ∈ Wξ with m > tξ(λ0) we have λ∗ < λ0 and there
exists another representation for the minimal speed than (4.81), namely,

c∗(ξ) = κ+

∫
Rd
x · ξ a+(x)eλ∗x·ξ dx

= κ+

∫
R
sǎ+(s)eλ∗s ds > κ+mξ.

(4.82)
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Moreover, for all λ ∈ (0, λ∗],

tξ(λ) ≥ m, (4.83)

and the equality holds for λ = λ∗ only.

3. For a+ ∈ Wξ with m ≤ tξ(λ0), one has λ∗ = λ0. Moreover, the inequality
(4.83) also holds as well as, for all λ ∈ (0, λ∗],

c ≥ κ+

∫
R
sǎ+(s)eλs ds, (4.84)

whereas the equalities in (4.83) and (4.84) hold true now for m = tξ(λ0),
λ = λ∗, c = c∗(ξ) only.

Proof. By Theorem 4.9, for any c ≥ c∗(ξ) there exists a profile ψ ∈ Mθ(R),
cf. Remark 4.7, which define a traveling wave solution (4.1) to (2.1) in the
direction ξ. Then, by (4.32), we get

−cψ′(s) = κ+(ǎ+ ∗ ψ)(s)−mψ(s)− κ−ψ(s)(ǎ− ∗ ψ)(s), s ∈ R. (4.85)

Step 1. By Proposition 4.13, we have that λ0(ψ) > 0. Note also that the
condition (A2) implies (4.9), therefore, λ0(ǎ−) ≥ λ0(ǎ+) > 0. Take any z ∈ C
with

0 < Re z < min
{
λ0(ǎ+), λ0(ψ)

}
≤ λ0(ψ) < λ0

(
ψ(ǎ− ∗ ψ)

)
, (4.86)

where the later inequality holds by (4.52). As a result, by (L5), (L8), being mul-
tiplied on ezs the l.h.s. of (4.85) will be integrable (in s) over R. Hence, for any z
which satisfies (4.86), (Lψ′)(z) converges. By (L4), it yields λ0(ψ) ≥ λ0(ψ′) ≥
min

{
λ0(ǎ+), λ0(ψ)

}
.

Therefore, by (4.49), (4.50), we get from (4.85)

cz(Lψ)(z) = κ+(Lǎ+)(z)(Lψ)(z)

−m(Lψ)(z)− κ−
(
L(ψ(ǎ− ∗ ψ))

)
(z), (4.87)

if only

0 < Re z < min
{
λ0(ǎ+), λ0(ψ)

}
. (4.88)

Since ψ 6≡ 0, we have that (Lψ)(z) 6= 0, therefore, one can rewrite (4.87) as
follows

Gξ(z)− c =
κ−
(
L(ψ(ǎ− ∗ ψ))

)
(z)

z(Lψ)(z)
, (4.89)

if (4.88) holds. By (4.86), both nominator and denominator in the r.h.s. of
(4.89) are analytic on 0 < Re z < λ0(ψ), therefore. Suppose that λ0(ψ) >
λ0(ǎ+), then (4.89) holds on 0 < Re z < λ0(ǎ+), however, the r.h.s. of (4.89)
would be analytic at z = λ0(ǎ+), whereas, by (L3), the l.h.s. of (4.89) has a
singularity at this point. As a result,

λ0(ǎ+) ≥ λ0(ψ), (4.90)
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for any traveling wave profile ψ ∈Mθ(R). Thus one gets that (4.89) holds true
on 0 < Re z < λ0(ψ).

Prove that

λ0(ψ) <∞. (4.91)

Since 0 ≤ ψ ≤ θ yields 0 ≤ a− ∗ ψ ≤ θ, one gets from (4.89) that, for any
0 < λ < λ0(ψ),

c ≥ Gξ(λ)− κ−
θ

λ
=

κ+(Lǎ+)(λ)− κ+

λ
. (4.92)

If λ0(ǎ+) < ∞ then (4.91) holds by (4.90). Suppose that λ0(ǎ+) = ∞. By
(4.64), the r.h.s. of (4.92) tends to ∞ as λ → ∞, thus the latter inequality
cannot hold for all λ > 0; and, as a result, (4.91) does hold.

Step 2. Recall that (4.54) holds. Suppose that c ≥ c∗(ξ) is such that,
cf. (4.55),

c ≥ Gξ(λ∗) = inf
λ0∈(0,λ∗]

Gξ(λ) = inf
λ0∈Iξ

Gξ(λ). (4.93)

Then, by Proposition 4.17, the equation Gξ(λ) = c, λ ∈ Iξ, has one or two
solutions. Let λc be the unique solution in the first case or the smaller of the
solutions in the second one. Since Gξ is decreasing on (0, λ∗], we have λc ≤ λ∗.
Since the nominator in the r.h.s. of (4.89) is positive, we immediately get from
(4.89) that

(Lψ)(λc) =∞, (4.94)

therefore, λc ≥ λ0(ψ). On the other hand, one can rewrite (4.89) as follows

(Lψ)(z) =
κ−
(
L(ψ(ǎ− ∗ ψ))

)
(z)

z(Gξ(z)− c)
. (4.95)

By (4.89), Gξ(z) 6= c, for all 0 < Re z < λ0(ψ) ≤ λc ≤ λ∗ ≤ λ0(ǎ+). As a result,
by (4.86), (L1), and (L3), λc = λ0(ψ), that together with (4.94) proves (4.79)
and (4.80), for waves whose speeds satisfy (4.93). By (4.11), we immediately
get, for such speeds, (4.81) as well. Moreover, (4.81) defines a strictly monotone
function (0, λ∗] 3 λ0(ψ) 7→ c ∈ [Gξ(λ∗),∞).

Next, by (4.67), (L2), (4.57), (4.61), we have that, for any λ ∈ Iξ,

tξ(λ) = κ+aξ(λ)− κ+λa′ξ(λ) = m+ Fξ(λ)− λF ′ξ(λ) = m− λ2G′ξ(λ). (4.96)

Recall that, by Proposition 4.17, the function Gξ is strictly decreasing on (0, λ∗).
Then (4.96) implies that tξ(λ) > m, λ ∈ (0, λ∗). On the other hand, by the
second equality in (4.61), the inequality G′ξ(λ) < 0, λ ∈ (0, λ∗), yields Gξ(λ) >

F ′ξ(λ), for such λ. Let c > Gξ(λ∗). By (4.81), (4.57), we have then c > κ+a′ξ(λ),
for all λ ∈ [λ0(ψ), λ∗). By (4.58), F ′ξ is increasing, hence, by (L2), the strict
inequality in (4.84) does hold, for λ ∈ (0, λ∗).

Let again c ≥ Gξ(λ∗). Let either a+ ∈ Vξ or a+ ∈ Wξ with m > tξ(λ0).
Then, by Corollary 4.20, λ∗ < λ0(ǎ+) and G′(λ∗) = 0. By (4.61), the latter
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equality and (4.96) give tξ(λ∗) = m, that fulfills the proof of (4.83), for such a+

and m. Moreover, by (4.63),

Gξ(λ∗) = κ+a′ξ(λ∗) = κ+

∫
R
sǎ+(s)eλ∗s ds. (4.97)

Let a+ ∈ Wξ with 0 < m ≤ tξ(λ0), then λ∗ = λ0(ǎ+). It means that tξ(λ∗) = m
if m = tξ(λ0) only, otherwise, tξ(λ∗) > m. Next, we get from (4.93), (4.61)
(4.75),

c ≥ Gξ(λ∗) ≥ lim
λ→λ∗−

F ′ξ(λ) = κ+

∫
R
sǎ+(s)eλ∗s ds, (4.98)

where the latter equality may be easily verified if we rewrite, for λ ∈ (0, λ∗),

F ′ξ(λ) = κ+

∫
R−

sǎ+(s)eλs ds+ κ+

∫
R+

sǎ+(s)eλs ds, (4.99)

and apply the dominated convergence theorem to the first integral and the
monotone convergence theorem for the second one. On the other hand, (4.75)
implies that the second inequality in (4.98) will be strict iffm < tξ(λ0), whereas,
for c = Gξ(λ∗) = inf

λ>0
Gξ(λ) and m = tξ(λ0), we will get all equalities in (4.98).

Step 3. Let now c ≥ c∗(ξ) and suppose that λ0(ǎ+) > λ0(ψ). Prove that
(4.93) does hold. On the contrary, suppose that the c is such that

c∗(ξ) ≤ c < inf
λ∈(0,λ∗]

Gξ(λ) = inf
λ>0

Gξ(λ). (4.100)

Again, by (4.89), Gξ(z) 6= c, for all 0 < Re z < λ0(ψ), and (4.95) holds, for
such z. Since we supposed that λ0(ǎ+) > λ0(ψ), one gets from (4.86), that
both nominator and denominator of the r.h.s. of (4.95) are analytic on

{0 < Re z < ν} ) {0 < Re z < λ0(ψ)},

where ν = min
{
λ0(ǎ+), λ0

(
ψ(ǎ− ∗ ψ)

)}
. On the other hand, (L3) implies that

Lψ has a singularity at z = λ0(ψ). Since L(ψ(ǎ−∗ψ))
)
(λ0(ψ)) > 0, the equality

(4.95) would be possible if only Gξ(λ0(ψ)) = c, that contradicts (4.100).
Step 4. By (4.90), it remains to prove that, for c ≥ c∗(ξ), (4.93) does holds,

in the case when we have λ0(ǎ+) = λ0(ψ). Again on the contrary, suppose that
(4.100) holds. For 0 < Re z < λ0(ψ), we can rewrite (4.87) as follows

z(Lψ)(z)(Gξ(z)− c) = κ−
(
L(ψ(ǎ− ∗ ψ))

)
(z). (4.101)

In the notations of the proof of Lemma 4.15, the functions L−ψ and L−ǎ+

are analytic on Re z > 0. Moreover, (L+ψ)(λ) and (L+ǎ+)(λ) are increasing
on 0 < λ < λ0(ǎ+) = λ0(ψ). Then, cf. (4.99), by the monotone convergence
theorem, we will get from (4.101) and (4.86), that∫

R
ψ(s)eλ0(ψ)s ds <∞,

∫
R
ǎ+(s)eλ0(ǎ+)s ds <∞. (4.102)

We are going to apply now Proposition 3.17, in the case d = 1, to the
equation (4.4), where the initial condition ψ is a wave profile with the speed c
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which satisfies (4.100). Namely, we set ∆R := (−∞, R) ↗ R, R → ∞, and let
ǎ±R, Ǎ

±
R be given by (3.37), (3.39) respectively with d = 1 and a± replaced by ǎ±.

Consider a strictly monotonic sequence {Rn | n ∈ N}, such that 0 < Rn → ∞,
n→∞ and

Ǎ+
Rn

>
m

κ+
, (4.103)

cf. (3.41). Let θn := θRn be given by (3.40) with A±R replaced by Ǎ±Rn . Then, by
(3.44), θn ≤ θ, n ∈ N. Fix an arbitrary n ∈ N. Consider the ‘truncated’
equation (3.38) with d = 1, a±R replaced by a±Rn , and the initial condition
w0(s) := min{ψ(s), θn} ∈ Cub(R). By Proposition 3.17, there exists the unique
solution w(n)(s, t) of the latter equation. Moreover, if we denote the correspond-
ing nonlinear mapping, cf. Definition 3.13 and Proposition 4.8, by Q̃(n)

t , we will
have from (3.42) and (3.43) that

(Q̃
(n)
t w0)(s) ≤ θn, s ∈ R, t ≥ 0, (4.104)

and

(Q̃
(n)
t w0)(s) ≤ φ(s, t), (4.105)

where φ solves (4.4). By (4.8), we get from (4.105) that (Q̃
(n)
1 w0)(s+ c) ≤ ψ(s),

s ∈ R. The latter inequality together with (4.104) imply

(Q̃
(n)
1 w0)(s+ c) ≤ w0(s). (4.106)

Then, by the same arguments as in the proof of Theorem 4.9, cf. (4.17), we ob-
tain from [80, Theorem 5] that there exists a traveling wave ψn for the equation
(3.38) (with d = 1 and a±R replaced by a±Rn), whose speed will be exactly c (and
c satisfies (4.100)).

Now we are going to get a contradiction, by proving that

inf
λ>0

Gξ(λ) = lim
n→∞

inf
λ>0

G
(n)
ξ (λ), (4.107)

where G(n)
ξ is given by (4.53) with ǎ± replaced by ǎ±n := ǎ±Rn . The sequence of

functions G(n)
ξ is point-wise monotone in n and it converges to Gξ point-wise,

for 0 < λ ≤ λ0(ǎ+); note we may include λ0(ǎ+) here, according to (4.102).
Moreover, G(n)

ξ (λ) ≤ Gξ(λ), 0 < λ ≤ λ0(ǎ+). As a result, for any n ∈ N,

G
(n)
ξ (λ

(n)
∗ ) = inf

λ>0
G

(n)
ξ (λ) ≤ inf

λ>0
Gξ(λ) = Gξ(λ∗). (4.108)

Hence if we suppose that (4.107) does not hold, then

inf
λ>0

Gξ(λ)− lim
n→∞

inf
λ>0

G
(n)
ξ (λ) > 0.

Therefore, there exist δ > 0 and N ∈ N, such that

G
(n)
ξ (λ

(n)
∗ ) = inf

λ>0
G

(n)
ξ (λ) ≤ inf

λ>0
Gξ(λ)− δ = Gξ(λ∗)− δ, n ≥ N. (4.109)
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Clearly, (3.37) with ∆Rn = (−∞, Rn) implies that λ0(ǎ+
n ) =∞, hence G(n)

ξ

is analytic on Re z > 0. One can repeat all considerations of the first three
steps of this proof for the equation (3.38). Let c(n)

∗ (ξ) be the corresponding
minimal traveling wave speed, according to Theorem 4.9. Then the correspond-
ing inequality (4.91) will show that the abscissa of an arbitrary traveling wave to
(3.38) is less than λ0(ǎ+

n ) =∞. As a result, the inequality c(n)
∗ (ξ) < inf

λ>0
G

(n)
ξ (λ),

cf. (4.100), is impossible, and hence, by the Step 3,

c ≥ c(n)
∗ (ξ) = inf

λ>0
G

(n)
ξ (λ) = G

(n)
ξ (λ

(n)
∗ ), (4.110)

where λ(n)
∗ is the unique zero of the function d

dλG
(n)
ξ (λ). Let t

(n)
ξ be given on

(0,∞) by (4.67) with ǎ+ replaced by ǎ+
n . Then

d

dλ
t
(n)
ξ (λ) = −λκ+

∫ Rn

−∞
ǎ+(s)s2eλs ds < 0, λ > 0. (4.111)

By (4.83), the unique point of intersection of the strictly decreasing function
y = t

(n)
ξ (λ) and the horizontal line y = m is exactly the point (λ

(n)
∗ , 0).

Prove that there exist λ1 > 0, such that λ(n)
∗ > λ1, n ≥ N , and there exists

N1 ≥ N , such that t(n)
ξ (λ) ≤ t

(m)
ξ (λ), n > m ≥ N1, λ ≥ λ1. Recall that (4.103)

holds; we have

λG
(n)
ξ (λ) = κ+

∫
R
ǎ+
n (s)(eλs − 1) ds+ κ+Ǎ+

Rn
−m

≥ κ+

∫ 0

−∞
ǎ+
n (s)(eλs − 1) ds+ κ+Ǎ+

R1
−m,

and the inequality 1− e−s ≤ s, s ≥ 0 implies that∣∣∣∣∫ 0

−∞
ǎ+
n (s)(eλs − 1) ds

∣∣∣∣ ≤ λ ∫ 0

−∞
ǎ+
n (s)|s| ds ≤ λ

∫
R
ǎ+(s)|s| ds <∞,

by (A7). As a result, if we set

λ1 := (κ+Ǎ+
R1
−m)

(
κ+

∫
R
ǎ+(s)|s| ds+ |Gξ(λ∗)|

)−1

> 0,

then, for any λ ∈ (0, λ1), we have

λG
(n)
ξ (λ) ≥ κ+Ǎ+

R1
−m− λ1κ+

∫
R
ǎ+
n (s)|s| ds = λ1|Gξ(λ∗)| ≥ λGξ(λ∗),

i.e. G(n)
ξ (λ) ≥ Gξ(λ∗) = inf

λ>0
Gξ(λ). Then, for any n ≥ N , (4.109) implies that

λ
(n)
∗ , being the minimum point for G(n)

ξ , does not belong to the interval (0, λ1).
Next, let N1 ≥ N be such that Rn ≥ 1

λ1
, for all n ≥ N1. Then, for any λ ≥ λ1,

and for any n > m ≥ N1, we have Rn > Rm and

t
(n)
ξ (λ)− t

(m)
ξ (λ) = κ+

∫ Rn

Rm

(1− λs)ǎ+(s)eλs ds

≤ κ+

∫ Rn

Rm

(1− λ1s)ǎ
+(s)eλs ds ≤ 0.
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As a result, the sequence {λ(n)
∗ | n ≥ N1} ⊂ [λ1,∞) is monotonically de-

creasing (cf. (4.111)). We set

ϑ := lim
n→∞

λ
(n)
∗ ≥ λ1. (4.112)

Next, for any n,m ∈ N, n > m ≥ N1,

G
(n)
ξ (λ

(n)
∗ ) ≥ G(m)

ξ (λ
(n)
∗ ) ≥ G(m)

ξ (λ
(m)
∗ ), (4.113)

where we used that G(n)
ξ is increasing in n and λ

(m)
∗ is the minimum point of

G
(m)
ξ . Therefore, the sequence {G(n)

ξ (λ
(n)
∗ )} is increasing and, by (4.109), is

bounded. Then, there exists

lim
n→∞

G
(n)
ξ (λ

(n)
∗ ) =: g ≤ Gξ(λ∗)− δ. (4.114)

Fix m ≥ N1 in (4.113) and pass n to infinity; then, by the continuity of G(n)
ξ ,

g ≥ lim
λ→ϑ+

G
(m)
ξ (λ) = G

(m)
ξ (ϑ) ≥ G(m)

ξ (λ(m)), (4.115)

in particular, ϑ > 0, as G(m)
ξ (0+) =∞. Next, if we pass m to ∞ in (4.115), we

will get from (4.114)

lim
m→∞

G
(m)
ξ (ϑ) = g ≤ Gξ(λ∗)− δ < Gξ(λ∗). (4.116)

If 0 < ϑ ≤ λ0(ǎ+) then

lim
m→∞

G
(m)
ξ (ϑ) = Gξ(ϑ) ≥ Gξ(λ∗),

that contradicts (4.116). If ϑ > λ0(ǎ+), then lim
m→∞

G
(m)
ξ (ϑ) = ∞ (recall again

that L−(ǎ+)(λ) is analytic and L−(ǎ+)(λ) is monotone in λ), that contradicts
(4.116) as well.

The contradiction we obtained shows that (4.107) does hold. Then, for the
chosen c ≥ c∗(ξ) which satisfies (4.100), one can find n big enough to ensure
that, cf. (4.110),

c < inf
λ>0

G
(n)
ξ (λ) = c

(n)
∗ (ξ).

However, as it was shown above, for this n there exists a profile ψn of a traveling
wave to the ‘truncated’ equation (3.38) (with, recall, d = 1 and a±R replaced by
a±Rn). The latter contradicts the statement of Theorem 4.9 applied to this
equation, as c(n)

∗ (ξ) has to be a minimal possible speed for such waves.
Therefore, the strict inequality in (4.100) is impossible, hence, we have equal-

ity in (4.54). As a result, (4.11) implies (4.78), and (4.97) may be read as (4.82).
The rest of the statement is evident now.

Remark 4.23. Clearly, the assumption a+(−x) = a+(x), x ∈ Rd, implies mξ = 0,
for any ξ ∈ Sd−1. As a result, all speeds of traveling waves in any directions are
positive, by (4.78).
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4.3 Uniqueness of traveling waves
In this subsection we will prove the uniqueness (up to shifts) of a profile ψ for
a traveling wave with given speed c ≥ c∗(ξ), c 6= 0. We will use the almost
traditional now approach, namely, we find an a priori asymptotic for ψ(t),
t→∞, cf., e.g., [2, 12] and the references therein.

We start with the so-called characteristic function of the equation (2.1).
Namely, for a given ξ ∈ Sd−1 and for any c ∈ [c∗(ξ),∞), we set

hξ,c(z) := κ+(Lǎ+)(z)−m− zc = zGξ(z)− zc, Re z ∈ Iξ. (4.117)

Proposition 4.24. In conditions and notations of Theorem 4.22, let a traveling
wave profile ψ correspond to a speed c. For the case a+ ∈ Wξ with m = tξ(λ0),
we will assume, additionally, that∫

R
s2ǎ+(s)eλ0s ds <∞. (4.118)

Then the function hξ,c is analytic on {0 < Re z < λ0(ψ)}. Moreover, for any
β ∈ (0, λ0(ψ)), the function hξ,c is continuous and does not equal to 0 on the
closed strip {β ≤ Re z ≤ λ0(ψ)}, except the root at z = λ0(ψ), whose multiplicity
j may be 1 or 2 only.

Proof. By (4.89) and the arguments around, hξ,c(z) = z(Gξ(z) − c) is analytic
on {0 < Re z < λ0(ψ)} ⊂ Iξ and does not equal to 0 there. Then, by (4.81)
and Proposition 4.17, the smallest positive root of the function hξ,c(λ) on R is
exactly λ0(ψ). Prove that if z0 := λ0(ψ) + iβ is a root of hξ,c, then β = 0.
Indeed, hξ,c(z0) = 0 yields

κ+

∫
R
ǎ+(s)eλ0(ψ)s cosβs ds = m+ cλ0(ψ),

that together with (4.81) leads to

κ+

∫
R
ǎ+(s)eλ0(ψ)s(cosβs− 1) ds = 0,

and thus β = 0.
Regarding multiplicity of the root z = λ0(ψ), we note that, by Proposi-

tion 4.17 and Corollary 4.20, there exist two possibilities. If a+ ∈ Vξ or a+ ∈ Wξ

with m > tξ(λ0) then λ0(ψ) ≤ λ∗ < λ0(ǎ+) and, therefore, Gξ is analytic at
z = λ0(ψ). By the second equality in (4.117), the multiplicity j of this root for
hξ,c is the same as for the function Gξ(z)−c. By Proposition 4.17, Gξ is strictly
decreasing on (0, λ∗) and, therefore, j = 1 for c > c∗(ξ). By Corollary 4.20, for
c = c∗(ξ), we have G′ξ(λ0(ψ)) = G′ξ(λ∗) = 0 and, since h′′ξ,c(λ0) > 0, one gets
j = 2.

Let now a+ ∈ Wξ with m ≤ tξ(λ0). Then, we recall, λ∗ = λ0 := λ0(ǎ+) <
∞, Gξ(λ0) < ∞ and (4.75) hold. For c > c∗(ξ), the arguments are the same
as before, and they yield j = 1. Let c = c∗(ξ). Then hξ,c(λ0) = 0, and, for all
z ∈ C, Re z ∈ (0, λ0), one has

hξ,c(λ0 − z) = hξ,c(λ0 − z)− hξ,c(λ0) = κ+

∫
R
ǎ+(τ)(e(λ0−z)τ − eλ0τ )dτ + cz

= z

(
−κ+

∫
R
ǎ+(τ)eλ0τ

∫ τ

0

e−zs dsdτ + c

)
. (4.119)
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Let z = α + βi, α ∈ (0, λ0). Then
∣∣eλ0τe−zs

∣∣ = eλ0τ−αs. Next, for τ ≥ 0,
s ∈ [0, τ ], we have eλ0τ−αs ≤ eλ0τ ; whereas, for τ < 0, s ∈ [τ, 0], one has
eλ0τ−αs = eλ0(τ−s)e(λ0−α)s ≤ 1. As a result,

∣∣eλ0τe−zs
∣∣ ≤ eλ0 max{τ,0}. Then,

using that a+ ∈ Wξ implies
∫
R ǎ

+(τ)eλ0 max{τ,0} ds < ∞, one can apply the
dominated convergence theorem to the double integral in (4.119); we get then

lim
Re z→0+
Im z→0

hξ,c(λ0 − z)
z

= −κ+

∫
R
ǎ+(τ)eλ0ττdτ + c. (4.120)

According to the statement 3 of Theorem 4.22, for m < tξ(λ0), the r.h.s. of
(4.120) is positive, i.e. j = 1 in such a case. Let now m = tξ(λ0), then the r.h.s.
of (4.120) is equal to 0. It is easily seen that one can rewrite then (4.119) as
follows

hξ,c(λ0 − z)
z

= κ+

∫
R
ǎ+(τ)eλ0τ

∫ τ

0

(1− e−zs) dsdτ

= zκ+

∫
R
ǎ+(τ)eλ0τ

∫ τ

0

∫ s

0

e−zt dt ds dτ. (4.121)

Similarly to the above, for Re z ∈ (0, λ0), one has that |eλ0τ−zt| ≤ eλ0 max{τ,0}.
Then, by (4.118) and the dominated convergence theorem, we get from (4.121)
that

lim
Re z→0+
Im z→0

hξ,c(λ0 − z)
z2

=
κ+

2

∫
R
ǎ+(τ)eλ0ττ2dτ ∈ (0,∞).

Thus j = 2 in such a case. The statement is fully proved now.

Remark 4.25. Combining results of Theorem 4.22 and Proposition 4.24, we
immediately get that, for the case j = 2, the minimal traveling wave speed
c∗(ξ) always satisfies (4.82).
Remark 4.26. If ǎ+ is given by (4.76), then, cf. Example 4.21, the case a+ ∈ Wξ,
m = tξ(λ0) together with (4.118) requires p = 1, µ < µ∗, q > 3.

We consider now the following Ikehara–Delange type Tauberian theorem,
cf. [23, 47,71].

For any µ > β > 0, T > 0, we set

Kβ,µ,T :=
{
z ∈ C

∣∣ β ≤ Re z ≤ µ, |Im z| ≤ T
}
.

Let, for any D ⊂ C, A(D) be the class of all analytic functions on D.

Proposition 4.27. Let µ > β > 0 be fixed. Let ϕ ∈ C1(R+ → R+) be a
non-increasing function such that, for some a > 0, the function ϕ(t)e(µ+a)t is
non-decreasing, and the integral

∞∫
0

eztϕ′(t)dt, 0 < Re z < µ (4.122)

converges. Suppose also that there exist a constant j ∈ {1, 2} and complex-
valued functions H,F : {0 < Re z ≤ µ} → C, such that H ∈ A(0 < Re z ≤ µ),
F ∈ A(0 < Re z < µ) ∩ C(0 < Re z ≤ µ), and, for any T > 0,

lim
σ→0+

(log σ)2−j sup
τ∈[−T,T ]

∣∣F (µ− 2σ − iτ)− F (µ− σ − iτ)
∣∣ = 0, (4.123)
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and also that the following representation holds
∞∫

0

eztϕ(t)dt =
F (z)

(z − µ)j
+H(z), 0 < Re z < µ. (4.124)

Then ϕ has the following asymptotic

ϕ(t) ∼ F (µ)e−µttj−1, t→ +∞. (4.125)

The proof of Proposition 4.27 is based on the following Tenenbaum’s result.

Lemma 4.28 (“Effective” Ikehara–Ingham Theorem, cf. [71, Theorem 7.5.11]).
Let α(t) be a non-decreasing function such that, for some fixed a > 0, the
following integral converges:

∞∫
0

e−ztdα(t), Re z > a. (4.126)

Let also there exist constants D ≥ 0 and j > 0, such that for the functions

G(z) :=
1

a+ z

∞∫
0

e−(a+z)tdα(t)− D

zj
, Re z > 0, (4.127)

η(σ, T ) := σj−1

T∫
−T

∣∣G(2σ + iτ)−G(σ + iτ)
∣∣dτ, T > 0,

one has that

lim
σ→0+

η(σ, T ) = 0, T > 0. (4.128)

Then

α(t) =

{
D

Γ(j)
+O

(
ρ(t)

)}
eattj−1, t ≥ 1, (4.129)

where

ρ(t) := inf
T≥32(a+1)

{
T−1 + η

(
t−1, T

)
+ (Tt)−j

}
. (4.130)

Proof of Proposition 4.27. We first express
∫∞

0
eλtϕ(t)dt in the form (4.126).

By the assumption, the function α(t) := e(µ+a)tϕ(t) is non-decreasing. For any
0 < Re z < µ, one has
∞∫

0

e−(a+z)tdα(t) = (µ+ a)

∞∫
0

e(µ−z)tϕ(t)dt+

∞∫
0

e(µ−z)tϕ′(t)dt

= (µ+ a)

∞∫
0

e(µ−z)tϕ(t)dt+ ϕ(0)− (µ− z)
∞∫

0

e(µ−z)tϕ(t)dt

= ϕ(0) + (a+ z)

∞∫
0

e(µ−z)tϕ(t)dt, (4.131)
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where integrals converge for 0 < Re z < µ, by (4.122) and [78, Theorem II.2.3a].
Therefore, by (4.124) and (4.131), we get

1

a+ z

∞∫
0

e−(a+z)tdα(t) =
F (µ− z)

zj
+K(z), 0 < Re z < µ,

where K(z) := H(µ− z) +
ϕ(0)

a+ z
, 0 < Re z ≤ µ.

Let now G be given by (4.127) with α(t) as above and D := F (µ). Check
the condition (4.128); one can assume, clearly, that 0 < σ < 2σ < µ. Since
K ∈ A(0 < Re z ≤ µ), one easily gets that

lim
σ→0+

σj−1

T∫
−T

∣∣G(2σ + iτ)−G(σ + iτ)
∣∣dτ

≤ lim
σ→0+

σj−1

T∫
−T

∣∣∣F (µ− 2σ − iτ)− F (µ)

(2σ + iτ)j
− F (µ− σ − iτ)− F (µ)

(σ + iτ)j

∣∣∣dτ
≤ lim
σ→0+

σj−1

T∫
−T

∣∣∣F (µ− 2σ − iτ)− F (µ− σ − iτ)

(σ + iτ)j

∣∣∣dτ
+ lim
σ→0+

σj−1

T∫
−T

∣∣F (µ− 2σ − iτ)− F (µ)
∣∣∣∣∣ 1

(2σ + iτ)j
− 1

(σ + iτ)j

∣∣∣dτ,
=: lim

σ→0+
Aj(σ) + lim

σ→0+
Bj(σ). (4.132)

One has

Aj(σ) ≤ sup
τ∈[−T,T ]

∣∣F (µ− 2σ − iτ)− F (µ− σ − iτ)
∣∣σj−1

∫ T

−T

1

|σ + iτ |j
dτ,

and since

σj−1

∫ T

−T

1

|σ + iτ |j
dτ = σj−1

∫ T

−T

1

(σ2 + τ2)
j
2

dτ =


2 log

√
T 2 + σ2 + T

σ
, j = 1,

2 arctan
T

σ
, j = 2,

we get, by (4.123), that lim
σ→0+

Aj(σ) = 0.

Next, since F ∈ C(Kβ,µ,T ), there exists C1 > 0 such that |F (z)| ≤ C1,
z ∈ Kβ,µ,T . Therefore,

Bj(σ) ≤ σj−1 sup
|τ |≤
√
σ

∣∣F (µ− 2σ − iτ)− F (µ)
∣∣ ∫
|τ |≤
√
σ

∣∣∣ 1

(2σ + iτ)j
− 1

(σ + iτ)j

∣∣∣dτ
+ 2C1σ

j−1

∫
√
σ≤|τ |≤T

∣∣∣ 1

(2σ + iτ)j
− 1

(σ + iτ)j

∣∣∣dτ. (4.133)
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Note that, for any a < b,

b∫
a

∣∣∣∣ 1

2σ + iτ
− 1

σ + iτ

∣∣∣∣ dτ =

b∫
a

σ√
(2σ2 − τ2)2 + 9σ2τ2

dτ =

b
σ∫
a
σ

h1(x)dx;

b∫
a

∣∣∣∣ 1

(2σ + iτ)2
− 1

(σ + iτ)2

∣∣∣∣ dτ = σ

b∫
a

√
9σ2 + 4τ2

(2σ2 − τ2)2 + 9σ2τ2
dτ =

1

σ

b
σ∫
a
σ

h2(x)dx,

where

h1(x) :=
1√

4 + 5x2 + x4
, h2(x) :=

√
9 + 4x2

4 + 5x2 + x4
.

Now, one can estimate terms in (4.133) separately. We have

σj−1

∫
|τ |≤
√
σ

∣∣∣ 1

(2σ + iτ)j
− 1

(σ + iτ)j

∣∣∣dτ =

∫
|x|≤

√
σ
σ

hj(x)dx <

∫
R
hj(x)dx <∞.

Next, since F is uniformly continuous on Kβ,µ,T , we have that, for any ε >
0 there exists δ > 0 such that f(µ, σ, τ) :=

∣∣F (µ − 2σ − iτ) − F (µ)
∣∣ < ε,

if only 4σ2 + τ2 < δ. Therefore, if σ > 0 is such that 4σ2 + σ < δ then
sup|τ |≤

√
σ f(µ, σ, τ) < ε hence

sup
|τ |≤
√
σ

∣∣F (µ− 2σ − iτ)− F (µ)
∣∣→ 0, σ → 0 + .

Finally,

σj−1

∫
√
σ≤|τ |≤T

∣∣∣ 1

(2σ + iτ)j
− 1

(σ + iτ)j

∣∣∣ = 2

T
σ∫

√
σ
σ

hj(x)dx→ 0, σ → 0+,

as
∫
R hj(x)dx < ∞. As a result, (4.133) gives Bj(σ) → 0, as σ → 0+. Com-

bining this with Aj(σ) → 0, one gets (4.128) from (4.132); and we can apply
Lemma 4.28. Namely, by (4.129), there exist C > 0 and t0 ≥ 1, such that

Deattj−1 ≤ ϕ(t)e(µ+a)t ≤ {D + Cρ(t)} eattj−1, t ≥ t0.

as Γ(j) = 1, for j ∈ {1, 2}. By (4.128), (4.130) ρ(t)→ 0 as t→∞. Therefore,

ϕ(t)e(µ+a)t ∼ Deattj−1, t→∞,

that is equivalent to (4.125) and finishes the proof.

To apply Proposition 4.27 to our settings, we will need the following state-
ment, which is an adaptation of [82, Lemma 3.2, Proposition 3.7].

Proposition 4.29. In conditions and notations of Theorem 4.22, let a traveling
wave profile ψ correspond to a speed c 6= 0. Then there exists ν > 0, such that
ψ(t)eνt is a monotonically increasing function.
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Proof. We start from the case c > 0. Since ψ(t) > 0, t ∈ R, it is sufficient to
prove that

ψ′(t)

ψ(t)
> −ν, t ∈ R. (4.134)

Fix any µ ≥ κ+

c
> 0. Then, clearly,

κ−(ǎ− ∗ ψ)(t) +m ≤ κ−θ +m = κ+ ≤ cµ,

and we will get from (4.85), that

0 ≥ cψ′(s) + κ+(ǎ+ ∗ ψ)(s)− cµψ(s), s ∈ R. (4.135)

Multiply both parts of (4.135) on e−µs > 0 and set

w(s) := ψ(s)e−µs > 0, s ∈ R.

Then w′(s) = ψ′(s)e−µs − µw(s) and one can rewrite (4.135) as follows

0 ≥ cw′(s) + κ+(ǎ+ ∗ ψ)(s)e−µs

= cw′(s) + κ+

∫
R
ǎ+(τ)w(s− τ)e−µτdτ, s ∈ R. (4.136)

Integrate (4.136) over s ∈ [t, t+ 1]; one gets

0 ≥ c(w(t+ 1)− w(t)) + κ+

∫ t+1

t

∫
R
ǎ+(τ)w(s− τ)e−µτdτds. (4.137)

Since w(t) is a monotonically decreasing function, we have∫ t+1

t

∫
R
ǎ+(τ)w(s− τ)e−µτdτds ≥

∫
R
ǎ+(τ)w(t+ 1− τ)e−µτdτ

≥
∫ ∞

2

ǎ+(τ)w(t+ 1− τ)e−µτdτ ≥ w(t− 1)

∫ ∞
2

ǎ+(τ)e−µτdτ. (4.138)

Set C(µ) :=
κ+

c

∫∞
2
ǎ+(s)e−µsds > 0. Then (4.137) and (4.138) yield

w(t)− C(µ)w(t− 1) ≥ w(t+ 1) > 0, t ∈ R. (4.139)

Now we integrate (4.136) over s ∈ [t− 1, t]. Similarly to above, one gets

0 ≥ c(w(t)− w(t− 1)) + κ+

∫ t

t−1

∫
R
ǎ+(τ)w(s− τ)e−µτdτds

≥ c(w(t)− w(t− 1)) + κ+

∫
R
ǎ+(τ)w(t− τ)e−µτdτ. (4.140)

By (4.139) and (4.140), we have

1

C(µ)
≥ w(t− 1)

w(t)
≥ 1 +

κ+

c

∫
R
ǎ+(τ)

w(t− τ)

w(t)
e−µτdτ. (4.141)
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On the other hand, (4.85) implies that

−ψ
′(t)

ψ(t)
≤ κ+

c

(ǎ+ ∗ ψ)(t)

ψ(t)
=

κ+

c

∫
R
ǎ+(τ)

w(t− τ)

w(t)
e−µτdτ, t ∈ R. (4.142)

Finally, (4.141) and (4.142) yield (4.134) with ν =
1

C(µ)
.

Let now c < 0. For any ν ∈ R, one has

ψ′(s) = e−νs(ψ(s)eνs)′ − νψ(s), s ∈ R.

Hence, by (4.32), (A2),

0 = ce−νs(ψ(s)eνs)′ − cνψ(s) + χ+(ǎ+ ∗ ψ)(s)− χ−ψ(s)(ǎ− ∗ ψ)(s)−mψ(s)

≥ ce−νs(ψ(s)eνs)′ − cνψ(s) + χ+(ǎ+ ∗ ψ)(s)− χ−θ(ǎ− ∗ ψ)(s)−mψ(s)

≥ ce−νs(ψ(s)eνs)′ − cνψ(s)−mψ(s), s ∈ R.

As a result, choosing ν >
m

−c
, one gets

−ce−νs(ψ(s)eνs)′ ≥ (−cν −m)ψ(s) > 0, s ∈ R,

i.e. ψ(s)eνs is an increasing function.

Now, we can apply Proposition 4.27 to find the asymptotic of the profile of
a traveling wave.

Proposition 4.30. In conditions and notations of Proposition 4.24, for c 6= 0,
there exists D = Dj > 0, such that

ψ(t) ∼ De−λ0(ψ)ttj−1, t→∞. (4.143)

Proof. We set µ := λ0(ψ) and

f(z) := κ−
(
L(ψ(ǎ− ∗ ψ))

)
(z), gj(z) :=

hξ,c(z)

(z − µ)j
,

H(z) := −
0∫

−∞

ψ(t)eztdt, F (z) :=
f(z)

gj(z)
.

(4.144)

By (4.86) and Lemma 4.15, we have that f,H ∈ A(0 < Re z ≤ µ); in particular,
for any T > 0, β > 0,

f̄ := sup
z∈Kβ,µ,T

|f(z)| <∞. (4.145)

By Proposition 4.24, the function gj is continuous and does not equal to 0 on
the strip {0 < Re z ≤ µ}, in particular, for any T > 0, β > 0,

ḡj := inf
z∈Kβ,µ,T

|g(z)| > 0. (4.146)

Therefore, F ∈ A(0 < Re z < µ)∩C(0 < Re z ≤ µ). As a result, one can rewrite
(4.95) in the form (4.124), with ϕ = ψ and with F , H as in (4.144).
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Taking into account Proposition 4.29, to apply Proposition 4.27 it is enough
to prove that (4.123) holds. Assume that 0 < 2σ < µ.

Let j = 2. Clearly, F ∈ C(0 < Re z ≤ µ) implies that F is uniformly
continuous on Kβ,µ,T . Then, for any ε > 0 there exists δ > 0 such that, for any
τ ∈ [−T, T ], the inequality

|σ| = |(µ− 2σ − iτ)− (µ− σ − iτ)| < δ

implies
|F (µ− 2σ − iτ)− F (µ− σ − iτ)| < ε,

and hence (4.123) holds (with j = 2).
Let now j = 1. In the case when F ∈ A(Kβ,µ,T ), we have, evidently, that

F ′ is bounded on Kβ,µ,T , and one can apply a mean-value-type theorem for
complex-valued functions, see e.g. [30], to get that F is a Lipschitz function on
Kβ,µ,T . Therefore, for some K > 0,

|F (µ− 2σ − iτ)− F (µ− σ − iτ)| < K|σ|,

for all τ ∈ [−T, T ], that yields (4.123) (with j = 1). By Proposition 4.17 and
Corollary 4.20, the inclusion F ∈ A(Kβ,µ,T ) always holds for c > c∗; whereas,
for c = c∗ it does hold iff either a+ ∈ Vξ or a+ ∈ Wξ withm > tξ(λ0). Moreover,
the case a+ ∈ Wξ with m = tξ(λ0) and c = c∗ implies, by Proposition 4.24,
j = 2 and hence it was considered above.

Therefore, it remains to prove (4.123) for the case a+ ∈ Wξ with m < tξ(λ0),
c = c∗ (then j = 1). Denote, for simplicity,

z1 := µ− σ − iτ, z2 := µ− 2σ − iτ. (4.147)

Then, by (4.144), (4.145), (4.146), one has∣∣F (z2)− F (z1)
∣∣ ≤ ∣∣∣ f(z2)

g1(z2)
− f(z1)

g1(z2)

∣∣∣+
∣∣∣ f(z1)

g1(z2)
− f(z1)

g1(z1)

∣∣∣
≤ 1

ḡ1

∣∣f(z2)− f(z1)
∣∣+

f̄

ḡ2
1

|g1(z1)− g1(z2)|. (4.148)

Note that, if 0 < φ ∈ L∞(R) ∩ L1(R) be such that λ0(φ) > µ then∣∣(Lφ)(z2)− (Lφ)(z1)
∣∣ ≤ ∫

R
φ(s)eµs|e−2σs − e−σs|ds

≤ σ
∫ ∞

0

φ(s)e(µ−σ)ssds+ σ

∫ 0

−∞
φ(s)e(µ−2σ)s|s| ds = O(σ), (4.149)

as σ → 0+, where we used that sups<0 e
(µ−2σ)s|s| < ∞, 0 < 2σ < µ, and that

(L2) holds. Applying (4.149) to φ = ψ(ǎ− ∗ ψ) ≤ θ2ǎ− ∈ L1(R) ∩ L∞(R), one
gets

sup
τ∈[−T,T ]

∣∣f(z2)− f(z1)
∣∣ = O(σ), σ → 0 + .

Therefore, by (4.148), it remains to show that

lim
σ→0+

log σ sup
τ∈[−T,T ]

|g1(z1)− g1(z2)| = 0. (4.150)
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Recall that, in the considered case c = c∗, one has hξ,c(µ) = 0. Therefore, by
(4.117), (4.144), (4.147), we have

|g1(z1)− g1(z2)| =
∣∣∣∣hξ,c(z1)− hξ,c(µ)

z1 − µ
− hξ,c(z2)− hξ,c(µ)

z2 − µ

∣∣∣∣
=

∣∣∣∣κ+(Lǎ+)(z1)− κ+(Lǎ+)(µ)

z1 − µ
− κ+(Lǎ+)(z2)− κ+(Lǎ+)(µ)

z2 − µ

∣∣∣∣
≤ κ+

∫
R
ǎ+(s)eµs

∣∣∣∣1− e(−σ−iτ)s

σ + iτ
− 1− e(−2σ−iτ)s

2σ + iτ

∣∣∣∣ ds
= κ+

∫
R
ǎ+(s)eµs

∣∣∣∣∫ s

0

(
e(−σ−iτ)t − e(−2σ−iτ)t

)
dt

∣∣∣∣ ds
≤ κ+

∫ ∞
0

ǎ+(s)eµs
∫ s

0

∣∣e−σt − e−2σt
∣∣ dt ds

+ κ+

∫ 0

−∞
ǎ+(s)eµs

∫ 0

s

∣∣e−σt − e−2σt
∣∣ dt ds (4.151)

and since, for t ≥ 0,
∣∣e−σt − e−2σt

∣∣ ≤ σt; and, for s ≤ t ≤ 0,∣∣e−σt − e−2σt
∣∣ = e−2σt

∣∣eσt − 1
∣∣ ≤ e−2σsσ|t|,

one can continue (4.151)

≤ 1

2
σκ+

∫ ∞
0

ǎ+(s)eµss2 ds+
1

2
σκ+

∫ 0

−∞
ǎ+(s)e(µ−2σ)ss2 ds.

Since µ > 2σ, one has sup
s≤0

e(µ−2σ)ss2 <∞, therefore, by (4.118), one gets

sup
τ∈[−T,T ]

|g1(z1)− g1(z2)| ≤ const · σ,

that proves (4.150). The statement is fully proved now.

Remark 4.31. By (4.125) and (4.144), one has that the constant D = Dj in
(4.143) is given by

D = D(ψ) = κ−
(
L(ψ(ǎ− ∗ ψ))

)
(µ) lim

z→µ

(z − µ)j

hξ,c(z)
,

where µ = λ0(ψ). Note that, by Proposition 4.24, the limit above is finite and
does not depend on ψ. Next, by Remark 4.7, for any q ∈ R, ψq(s) := ψ(s+ q),
s ∈ R is a traveling wave with the same speed, and hence, by Theorem 4.22,
λ0(ψq) = λ0(ψ). Moreover,(

L(ψq(ǎ
− ∗ ψq))

)
(µ) =

∫
R
ψ(s+ q)

∫
R
ǎ−(t)ψ(s− t+ q) dt eµs ds

= e−µq
(
L(ψ(ǎ− ∗ ψ))

)
(µ).

Thus, for a traveling wave profile ψ one can always choose a q ∈ R such that,
for the shifted profile ψq, the corresponding D = D(ψq) will be equal to 1.

Finally, we are ready to prove the uniqueness result.
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Theorem 4.32. Let ξ ∈ Sd−1 be fixed and a+ ∈ Uξ. Suppose, additionally, that
(A4) holds. Let c∗(ξ) be the minimal traveling wave speed according to Theo-
rem 4.9. For the case a+ ∈ Wξ with m = tξ(λ0), we will assume, additionally,
that (4.118) holds. Then, for any c ≥ c∗, such that c 6= 0, there exists a unique,
up to a shift, traveling wave profile ψ for (2.1).

Proof. We will follow the sliding technique from [17]. Let ψ1, ψ2 ∈ C1(R) ∩
Mθ(R) are traveling wave profiles with a speed c ≥ c∗, c 6= 0, cf. Propo-
sition 4.11. By Proposition 4.30 and Remark 4.31, we may assume, with-
out lost of generality, that (4.143) holds for both ψ1 and ψ2 with D = 1.
By the proof of Proposition 4.24, the corresponding j ∈ {1, 2} depends on a±,
κ±, m only, and does not depend on the choice of ψ1, ψ2. By Theorem 4.22,
λ0(ψ1) = λ0(ψ2) =: λc ∈ (0,∞).

Step 1. Prove that, for any τ > 0, there exists T = T (τ) > 0, such that

ψτ1 (s) := ψ1(s− τ) > ψ2(s), s ≥ T. (4.152)

Indeed, take an arbitrary τ > 0. Then (4.143) with D = 1 yields

lim
s→∞

ψτ1 (s)

(s− τ)j−1e−λc(s−τ)
= 1 = lim

s→∞

ψ2(s)

sj−1e−λcs
.

Then, for any ε > 0, there exists T1 = T1(ε) > τ , such that, for any s > T1,

ψτ1 (s)

(s− τ)j−1e−λc(s−τ)
− 1 > −ε, ψ2(s)

sj−1e−λcs
− 1 < ε.

As a result, for s > T1 > τ ,

ψτ1 (s)− ψ2(s) > (1− ε)(s− τ)j−1e−λc(s−τ) − (1 + ε)sj−1e−λcs

= sj−1e−λcs
((

1− τ

s

)j−1

eλcτ − 1− ε
((

1− τ

s

)j−1

eλcτ + 1
))

≥ sj−1e−λcs
((

1− τ

T1

)j−1

eλcτ − 1− ε
(
eλcτ + 1

))
> 0 (4.153)

if only

0 < ε <

(
1− τ

T1

)j−1

eλcτ − 1

eλcτ + 1
=: g(τ, T1). (4.154)

For j = 1, the nominator in the r.h.s. of (5.64) is positive. For j = 2,
consider f(t) :=

(
1− t

T1

)
eλct−1, t ≥ 0. Then f ′(t) = 1

T1
eλct(λcT1−λt−1) > 0,

if only T1 > t+ 1
λc
, that implies f(t) > f(0) = 0, t > 0.

As a result, choose ε = ε(τ) > 0 with ε < g
(
τ, τ + 1

λc

)
, then, without loss

of generality, suppose that T1 = T1(ε) = T1(τ) > τ + 1
λc

> τ . Therefore,
0 < ε < g

(
τ, τ + 1

λc

)
≤ g(τ, T1), that fulfills (4.154), and hence (4.153) yields

(4.152), with any T > T1.
Step 2. Prove that there exists ν > 0, such that, cf. (4.152),

ψν1 (s) ≥ ψ2(s), s ∈ R. (4.155)
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Let τ > 0 be arbitrary and T = T (τ) be as above. Choose any δ ∈
(
0, θ4

)
.

By (4.7), (4.1), and the dominated convergence theorem,

lim
s→−∞

(ǎ− ∗ ψ2)(s) = lim
s→−∞

∫
R
ǎ−(τ)ψ2(s− τ) dτ = θ > δ. (4.156)

Then, one can choose T2 = T2(δ) > T , such that, for all s < −T2,

ψτ1 (s) > θ − δ, (4.157)

(ǎ− ∗ ψ2)(s) > δ. (4.158)

Note also that (4.152) holds, for all s ≥ T2 > T , as well. Clearly, for any ν ≥ τ ,

ψν1 (s) = ψ1(s− ν) ≥ ψ1(s− τ) > ψ2(s), s > T2.

Next, lim
ν→∞

ψν1 (T2) = θ > ψ2(−T2) implies that there exists ν1 = ν1(T2) =

ν1(δ) > τ , such that, for all ν > ν1,

ψν1 (s) ≥ ψν1 (T2) > ψ2(−T2) ≥ ψ2(s), s ∈ [−T2, T2].

Let such a ν > ν1 be chosen and fixed. As a result,

ψν1 (s) ≥ ψ2(s), s ≥ −T2, (4.159)

and, by (4.157),

ψν1 (s) + δ > θ > ψ2(s), s < −T2. (4.160)

For the ν > ν1 chosen above, define

ϕν(s) := ψν1 (s)− ψ2(s), s ∈ R. (4.161)

To prove (4.155), it is enough to show that ϕν(s) ≥ 0, s ∈ R.
On the contrary, suppose that ϕν takes negative values. By (4.159), (4.160),

ϕν(s) ≥ −δ, s < −T2; ϕν(s) ≥ 0, s ≥ −T2. (4.162)

Since lim
s→−∞

ϕν(s) = 0 and ϕν ∈ C1(R), our assumption implies that there exists
s0 < −T2, such that

ϕν(s0) = min
s∈R

ϕν(s) ∈ [−δ, 0). (4.163)

We set also

δ∗ := −ϕν(s0) = ψ2(s0)− ψν1 (s0) ∈ (0, δ]. (4.164)

Next, both ψν1 and ψ2 solve (4.32). Let J̌θ be given by (4.33). Then, recall,∫
R J̌θ(s) ds = m. Denote, cf. (1.4), Ľθϕ := J̌θ ∗ ϕ −mϕ. Then one can rewrite
(4.32), cf. (4.35),

cψ′(s) + (Ľθψ)(s) + κ−(θ − ψ(s))(ǎ− ∗ ψ)(s) = 0.
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Writing the latter equation for ψν1 and ψ2 and subtracting the results, one gets

cϕ′ν(s) + (Ľθϕν)(s) + κ−A(s) = 0,

A(s) := (θ − ψν1 (s))(ǎ− ∗ ψν1 )(s)− (θ − ψ2(s))(ǎ− ∗ ψ2)(s).
(4.165)

Consider (4.165) at the point s0. By (4.163),

ϕ′ν(s0) = 0, (Ľθϕν)(s0) ≥ 0. (4.166)

Next, (4.164) yields

A(s0) = (θ − ψν1 (s0))(ǎ− ∗ ψν1 )(s0) + (δ∗ − (θ − ψν1 (s0))(ǎ− ∗ ψ2)(s0)

= (θ − ψν1 (s0))(ǎ− ∗ ϕν)(s0) + δ∗(ǎ
− ∗ ψ2)(s0)

= (θ − ψν1 (s0))(ǎ− ∗ (ϕν + δ∗))(s0) + δ∗
(
(ǎ− ∗ ψ2)(s0)− (θ − ψν1 (s0))

)
> 0, (4.167)

because of (4.163), (4.157), and (4.158). The strict inequality in (4.167) together
with (4.166) contradict to (4.165). Therefore, (4.155) holds, for any ν > ν1.

Step 3. Prove that, cf. (4.155),

ϑ∗ := inf{ϑ > 0 | ψϑ1 (s) ≥ ψ2(s), s ∈ R} = 0. (4.168)

On the contrary, suppose that ϑ∗ > 0. Let ϕ∗ := ϕϑ∗ be given by (4.161).
By the continuity of the profiles, ϕ∗ ≥ 0.

First, assume that ϕ∗(s0) = 0, for some s0 ∈ R, i.e. ϕ∗ attains its minimum
at s0. Then (4.166) holds with ϑ replaced by ϑ∗, and, moreover, cf. (4.165),

A(s0) = (θ − ψϑ1 (s0))(ǎ− ∗ ϕ∗)(s0) ≥ 0.

Therefore, (4.165) implies

(Ľθϕ∗)(s0) = 0. (4.169)

By the same arguments as in the proof of Proposition 4.17, one can show that
(A4) implies that the function J̌θ also satisfies (A4), for d = 1, and with some
another constants. Then, arguing in the same way as in the proof of Proposi-
tion 3.7 (with d = 1 and a+ replaced by J̌θ), one gets that (4.169) implies that
ϕ∗ is a constant, and thus ϕ∗ ≡ 0, i.e. ψϑ∗1 ≡ ψ2. The latter contradicts (4.152).

Therefore, ϕ∗(s) > 0, i.e. ψϑ∗1 (s) > ψ2(s), s ∈ R. By (4.152) and (4.156),

there exists T3 = T3(ϑ∗) > 0, such that ψ
ϑ∗
2

1 (s) > ψ2(s), s > T3, and also, for
any s < −T3, (4.158) holds and (4.160) holds with ϑ replaced by ϑ∗

2 (for some
fixed δ ∈

(
0, θ4

)
). We set

α := inf
t∈[−T3,T3]

(ψϑ∗1 (s)− ψ2(s)) > 0.

For any ε ∈
(
0, ϑ∗2

)
, ψϑ∗−ε1 ≥ ψ

ϑ∗
2

1 , therefore,

ψϑ∗−ε1 (s) > ψ2(s), s > T3,

and also (4.160) holds with ϑ replaced by ϑ∗ − ε, for s < −T3. Since the family{
ψϑ∗−ε1 | ε ∈

(
0, ϑ∗2

)}
is monotone in ε, and lim

ε→0
ψϑ∗−ε1 (t) = ψϑ∗1 (t), t ∈ R, we
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have, by Dini’s theorem, that the latter convergence is uniform on [−T3, T3].
As a result, there exists ε = ε(α) ∈

(
0, ϑ∗2

)
, such that

ψϑ∗1 (s) ≥ ψϑ∗−ε1 (s) ≥ ψ2(s), s ∈ [−T3, T3].

Then, the same arguments as in the Step 2 prove that ψϑ∗−ε1 (s) ≥ ψ2(s), for all
s ∈ R, that contradicts the definition (4.168) of ϑ∗.

As a result, ϑ∗ = 0, and by the continuity of profiles, ψ1 ≥ ψ2. By the same
arguments, ψ2 ≥ ψ1, that fulfills the statement.

5 Long-time behavior of the solution

5.1 Long-time behavior along a direction
We will follow the abstract scheme proposed in [75]. Note that all statements
there were considered in the space Cb(Rd), however, it can be checked straight-
forward that they remain true in the space Cub(Rd). We will assume that (A1)
and (A2) hold. Recall that θ, Uθ, Lθ are given by (2.17), (3.20), and (3.21),
respectively.

Consider the set Nθ of all nonincreasing functions ϕ ∈ C(R), such that
ϕ(s) = 0, s ≥ 0, and

ϕ(−∞) := lim
s→−∞

ϕ(s) ∈ (0, θ).

It is easily seen that Nθ ⊂ Uθ.
For arbitrary s ∈ R, c ∈ R, ξ ∈ Sd−1, define the following mapping Vs,c,ξ :

L∞(R)→ L∞(Rd)

(Vs,c,ξf)(x) = f(x · ξ + s+ c), x ∈ Rd. (5.1)

Fix an arbitrary ϕ ∈ Nθ. For T > 0, c ∈ R, ξ ∈ Sd−1, consider the mapping
RT,c,ξ : L∞(R)→ L∞(R), given by

(RT,c,ξf)(s) = max
{
ϕ(s), (QT (Vs,c,ξf))(0)

}
, s ∈ R, (5.2)

where QT is given by (3.33), cf. Proposition 3.14. Consider now the following
sequence of functions

fn+1(s) = (RT,c,ξfn)(s), f0(s) = ϕ(s), s ∈ R, n ∈ N ∪ {0}. (5.3)

By Proposition 3.14 and [75, Lemma 5.1], ϕ ∈ Uθ implies fn ∈ Uθ and fn+1(s) ≥
fn(s), s ∈ R, n ∈ N; hence one can define the following limit

fT,c,ξ(s) := lim
n→∞

fn(s), s ∈ R. (5.4)

Also, by [75, Lemma 5.1], for fixed ξ ∈ Sd−1, T > 0, n ∈ N, the functions
fn(s) and fT,c,ξ(s) are nonincreasing in s and in c; moreover, fT,c,ξ(s) is a lower
semicontinuous function of s, c, ξ, as a result, this function is continuous from
the right in s and in c. Note also, that 0 ≤ fT,c,ξ ≤ θ. Then, for any c, ξ, one
can define the limiting value

fT,c,ξ(∞) := lim
s→∞

fT,c,ξ(s).
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Next, for any T > 0, ξ ∈ Sd−1, we define

c∗T (ξ) = sup{c | fT,c,ξ(∞) = θ} ∈ R ∪ {−∞,∞},

where, as usual, sup ∅ := −∞. By [75, Propositions 5.1, 5.2], one has

fT,c,ξ(∞) =

{
θ, c < c∗T (ξ),

0, c ≥ c∗T (ξ),
(5.5)

cf. also [75, Lemma 5.5]; moreover, c∗T (ξ) is a lower semicontinuous function
of ξ. It is crucial that, by [75, Lemma 5.4], neither fT,c,ξ(∞) nor c∗T (ξ) depends
on the choice of ϕ ∈ Nθ. Note that the monotonicity of fT,c,ξ(s) in s and (5.5)
imply that, for c < c∗T (ξ), fT,c,ξ(s) = θ, s ∈ R.

Proposition 5.1. Let ξ ∈ Sd−1 and suppose that (A1), (A2), and (A5) hold.
Let c∗(ξ) be as in Theorem 4.9. Then

c∗T (ξ) = Tc∗(ξ), T > 0. (5.6)

Proof. Take any c > 0 with cT ≥ c∗T (ξ). Then, by (5.5), fT,cT,ξ 6≡ θ. By (5.2),
(5.3), one has

fn+1(s) ≥ (QT (Vs,cT,ξfn))(0), s ∈ R. (5.7)

Since fn(s) is nonincreasing in s, one gets, by (5.1), that, for a fixed x ∈ Rd,
the function (Vs,cT,ξfn)(x) is also nonincreasing in s. Next, by (5.1), (5.4) and
Propositions 3.12,

(QT (Vs,cT,ξfn))(x)→ (QT (Vs,cT,ξfT,cT,ξ))(x), a.a. x ∈ Rd. (5.8)

Note that, by (5.1) and Proposition 4.4,

(QT (Vs,cT,ξfT,cT,ξ))(x) = φ(x · ξ, T ), (5.9)

where φ(τ, t), τ ∈ R, t ∈ R+ solves (4.4) with ψ(τ) = fT,cT,ξ(τ + s + cT )
(note that s is a parameter now, cf. (4.4)). On the other hand, the evident
equality (Vs,cT,ξfT,cT,ξ)(x + τξ) = fT,cT,ξ(x · ξ + τ + s + cT ), τ ∈ R shows
that the function Vs,cT,ξfT,cT,ξ is a decreasing function on Rd along the ξ ∈
Sd−1, cf. Definition 3.15, as fT,cT,ξ is a decreasing function on R. Then, by
Proposition 3.16 and (5.9), the function Rd 3 x 7→ φ(x·ξ, T ) ∈ [0, θ] is decreasing
along the ξ as well, i.e. φ(x · ξ + τ, T ) = φ((x + τξ) · ξ, T ) ≤ φ(x · ξ, T ), τ ≥ 0.
As a result, the function φ(s, T ) is monotone (almost everywhere) in s. Since
fT,cT,ξ(s) was continuous from the right in s, one gets from (5.7), (5.8), that

fT,cT,ξ(s) ≥ (Q̃T fT,cT,ξ)(s+ cT ),

where Q̃T is given as in Proposition 4.8. Since fT,cT,ξ 6≡ θ, one has that,
by [80, Theorem 5] (cf. the proof of Theorem 4.9), there exists a traveling
wave profile with speed c. By Theorem 4.9, we have that c ≥ c∗(ξ), and hence
c∗T (ξ) ≥ Tc∗(ξ).

Take now any c > c∗(ξ) and consider, by Theorem 4.9, a traveling wave in
a direction ξ ∈ Sd−1, with a profile ψ ∈ Mθ(R) and a speed c. Then, by (5.1)
and (4.1),

(QT (Vs,cT,ξψ))(x) = ψ((x · ξ − cT ) + s+ cT ) = ψ(x · ξ + s).
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Choose ϕ ∈ Nθ such that ϕ(s) ≤ ψ(s), s ∈ R (recall that all constructions are
independent on the choice of ϕ). Then, one gets from (5.2), that (RT,cT,ξψ)(s) =
ψ(s), s ∈ R. Then, by (5.3) and (5.4), fT,cT,ξ(s) = ψ(s), s ∈ R, and thus (5.5)
implies cT ≥ c∗T (ξ); as a result, Tc∗(ξ) ≥ c∗T (ξ), that fulfills the statement.

We describe now how the solution to (2.1) behaves, for big times, along a
direction ξ ∈ Sd−1. We start with a result about an exponential decaying along
such a direction. It is worth noting that we do not need to assume either (A1)
or (A2) to prove Proposition 5.2 below.

For any ξ ∈ Sd−1 and λ > 0, consider the following set of bounded functions
on Rd:

Eλ,ξ(Rd) :=
{
f ∈ L∞(Rd)

∣∣ ‖f‖λ,ξ := esssup
x∈Rd

|f(x)|eλx·ξ <∞
}
. (5.10)

Evidently, for f ∈ L∞(Rd),

esssup
x∈Rd

|f(x)|eλx·ξ <∞ if and only if esssup
x·ξ≥0

|f(x)|eλx·ξ <∞,

therefore,
Eλ,ξ(Rd) ⊂ Eλ′,ξ(Rd), λ > λ′ > 0, ξ ∈ Sd−1.

Proposition 5.2. Let ξ ∈ Sd−1 and λ > 0 be fixed and suppose that (A5) holds
with µ = λ. Let 0 ≤ u0 ∈ Eλ,ξ(Rd) and let u = u(x, t) be a solution to (2.1).
Then

‖u(·, t)‖λ,ξ ≤ ‖u0‖λ,ξept, t ≥ 0, (5.11)

where

p = p(ξ, λ) = κ+

∫
Rd
a+(x)eλx·ξ dx−m ∈ R. (5.12)

Proof. First, we note that, for any a ∈ L1(Rd),∣∣(a ∗ f)(x)eλx·ξ
∣∣ ≤ ∫

Rd
|a(x− y)|eλ(x−y)·ξ|f(y)|eλy·ξ dy

≤ ‖f‖λ,ξ
∫
Rd
|a(y)|eλy·ξ dy. (5.13)

We will follow the notations from the proof of Theorem 2.2, cf. Remark 2.3.
Let p is given by (5.12) and suppose that, for some τ ∈ [0, T ), ‖uτ‖λ,ξ ≤
‖u0‖λ,ξ epτ . Take any v ∈ X+

τ,Υ(r) with Υ, r given by (2.13), (2.15), such that

‖v(·, t)‖λ,ξ ≤ ‖u0‖λ,ξ ept, t ∈ [τ,Υ]. (5.14)

Then, by (2.6), (2.7), one gets, for any t ∈ [τ,Υ],

0 ≤ (Φτv)(x, t)eλx·ξ

≤ e−(t−τ)muτ (x)eλx·ξ +

∫ t

τ

e−m(t−s)κ+(a+ ∗ v)(x, s)eλx·ξ ds

≤ ‖u0‖λ,ξ e−m(t−τ)epτ + ‖u0‖λ,ξ κ+

∫
Rd
a+(y)eλy·ξ dy

∫ t

τ

e−m(t−s)eps ds,

= ‖u0‖λ,ξ e−mte(p+m)τ + ‖u0‖λ,ξ (p+m)e−mt
∫ t

τ

e(p+m)s ds

= ‖u0‖λ,ξ ept,
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where we used (5.13) and (5.14). Therefore, ‖(Φτv)(·, t)‖λ,ξ ≤ ‖u0‖λ,ξ ept, t ∈
[τ,Υ]. As a result,

‖(Φnτ v)(·, t)‖λ,ξ ≤ ‖u0‖λ,ξ ept, n ∈ N, t ∈ [τ,Υ].

Then ‖u(·, t)‖λ,ξ satisfies the same inequality on [τ,Υ]; and, by the proof of
Theorem 2.2, we have the statement.

Remark 5.3. It follows from (L1) and the considerations thereafter, that the
statement of Proposition 5.2 remains true if (A5) holds for some µ > λ, provided
that we assume, additionally, (A6).

Define now the following set

ΥT,ξ =
{
x ∈ Rd | x · ξ ≤ c∗T (ξ)

}
, ξ ∈ Sd−1, T > 0. (5.15)

Clearly, the set ΥT,ξ is convex and closed. Moreover, by (5.6),

ΥT,ξ = TΥ1,ξ (5.16)

Here and below, for any measurable A ⊂ Rd, we define tA := {tx | x ∈ A} ⊂ Rd.
We are going to explain now how a solution u(x, t) to (2.1) behaves outside of
the set tΥ1,ξ = Υt,ξ, t > 0.

Theorem 5.4. Let ξ ∈ Sd−1 and a+ ∈ Uξ; i.e. all conditions of Definition 4.16
hold. Let λ∗ = λ∗(ξ) ∈ Iξ be the same as in the Proposition 4.17. Suppose that
u0 ∈ Eλ∗,ξ(Rd) ∩ Lθ and let u ∈ X̃∞ be the corresponding solution to (2.1). Let
Oξ ⊂ Rd be an open set, such that Υ1,ξ ⊂ Oξ and δ := dist (Υ1,ξ,Rd \ Oξ) > 0.
Then the following estimate holds

esssup
x/∈tOξ

u(x, t) ≤ ‖u0‖λ∗,ξe−λ∗δt, t > 0. (5.17)

Proof. Let p∗ := p(ξ, λ∗) be given by (5.12). By (5.11), (5.10), one has

0 ≤ u(x, t) ≤ ‖u0‖λ∗,ξ exp
{
p∗t− λ∗x · ξ

}
, a.a. x ∈ Rd. (5.18)

Next, by (5.15) and Proposition 5.1, for any t > 0 and for all x ∈ Rd \ tOξ, one
has x · ξ ≥ tc∗1(ξ) + tδ = tc∗(ξ) + tδ. Then, by (4.81),

inf
x/∈tOξ

(λ∗x · ξ) ≥ tλ∗c∗(ξ) + tλ∗δ

= t
(
κ+

∫
Rd
a+(x)eλ∗x·ξ dx−m

)
+ tλ∗δ = tp∗ + tλ∗δ.

Therefore, (5.18) implies the statement.

Remark 5.5. The assumption u0 ∈ Eλ∗,ξ(Rd) is close, in some sense, to the
weakest possible assumption on an initial condition u0 ∈ Lθ for the equation
(2.1) to have

lim
t→∞

esssup
x/∈tOξ

u(x, t) = 0, (5.19)
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for an arbitrary open set Oξ ⊃ Υ1,ξ, where Υ1,ξ is defined by (5.15). Indeed,
take any λ1, λ with 0 < λ1 < λ < λ∗ = λ∗(ξ). By Theorem 4.22, there
exists a traveling wave solution to (2.1) with a profile ψ1 ∈ Mθ(R) such that
λ0(ψ1) = λ1. By Proposition 4.30 (with j = 1 as λ1 < λ∗) we have that
ψ1(t) ∼ De−λ1t, t → ∞. It is easily seen that one can choose a function
ϕ ∈ Mθ(R) ∩ C(R) such that there exist p > 0, T > 0, such that ϕ(t) ≥ ψ1(t),
t ∈ R and ϕ(t) = pe−λt, t > T . Take now u0(x) = ϕ(x · ξ), x ∈ Rd. We have
u0 ∈ Eλ,ξ(Rd)\Eλ∗,ξ(Rd). Then, by Proposition 4.4, the corresponding solution
has the form u(x, t) = φ(x·ξ, t). By Proposition 3.4 applied to the equation (4.4),
φ(s, t) ≥ ψ1(s − c1t), s ∈ R, t ≥ 0, where c1 = Gξ(λ1) > c∗(ξ), cf. (4.53) and
(4.81). Take c ∈ (c∗(ξ), c1) and consider an open set Oξ := {x ∈ Rd | x · ξ < c},
then Υ1,ξ ⊂ Oξ ⊂ {x ∈ Rd | x · ξ ≤ c1} =: A1. One has

sup
x/∈tOξ

u(x, t) ≥ sup
x∈tA1\tOξ

φ(x · ξ, t)

≥ sup
ct<s≤c1t

ψ1(s− c1t) = ψ1(ct− c1t) > ψ1(0),

as c < c1 and ψ1 is decreasing. As a result, (5.19) does not hold.
On the other hand, if ψ∗ ∈ Mθ(R) is a profile with the minimal speed

c∗(ξ) 6= 0 and if j = 2, cf. Proposition 4.24, then u0(x) := ψ∗(x · ξ) does not
belong to the space Eλ∗,ξ(Rd), however, the arguments above do not contradict
(5.19) anymore. In the next remark, we consider this case in more details.
Remark 5.6. In connection with the previous remark, it is worth noting also that
one can easily generalize Theorem 5.4 in the following way. Let u0 ∈ Eλ,ξ(Rd)∩
Lθ, for some λ ∈ (0, λ∗], and let u ∈ X̃∞ be the corresponding solution to (2.1).
Consider the set Ac,ξ :=

{
x ∈ Rd | x · ξ ≤ c

}
, where c = λ−1(κ+aξ(λ) − m)

cf. (4.81). Then, for any open set Bc,ξ ⊃ Ac,ξ with δc := dist (Ac,ξ,Rd\Bc,ξ) > 0,
one gets

esssup
x/∈tBc,ξ

u(x, t) ≤ ‖u0‖λ,ξe−λδct. (5.20)

Therefore, if u0(x) = ψ∗(x · ξ), where ψ∗ is as in Remark 5.5 above, then,
evidently, u0 ∈ Eλ,ξ(Rd), for any λ ∈ (0, λ∗). Then, for any open Oξ ⊃ Υ1,ξ

with δ := dist (Υ1,ξ,Rd \ Oξ) > 0 one can choose, for any ε ∈ (0, 1), c1 =
c∗(ξ) + δε. By Theorem 4.22, there exists a unique λ1 = λ1(ε) ∈ (0, λ∗) such
that c1 = λ−1

1 (κ+aξ(λ1) −m). Then u0 ∈ Eλ1,ξ(Rd) and Ac1,ξ ⊂ Oξ, i.e. Oξ
may be considered as a set Bc1,ξ, cf. above. As a result, (5.20) gives (5.17), with
the constant ‖u0‖λ1,ξ < ‖u0‖λ∗,ξ, and with λ∗δ replaced by λ1δ(1 − ε). Note
that, clearly, ‖u0‖λ1,ξ ↗ ‖u0‖λ∗,ξ, λ1 ↗ λ∗, ε→ 0.

5.2 Global long-time behavior
We are going to consider now the global long-time behavior along all possible
directions ξ ∈ Sd−1 simultaneously. Define, cf. (5.15),

ΥT =
{
x ∈ Rd|x · ξ ≤ c∗T (ξ), ξ ∈ Sd−1

}
, T > 0. (5.21)

By (5.15), (5.6), (5.16),

ΥT =
⋂

ξ∈Sd−1

ΥT,ξ =
⋂

ξ∈Sd−1

TΥ1,ξ = TΥ1, T > 0. (5.22)
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Clearly, the set ΥT , T > 0 is convex and closed. To have an analog of Theo-
rem 5.4 for the set ΥT , one needs to have a+ ∈ Uξ, for all ξ ∈ Sd−1, cf. Defini-
tion 4.16.

Since
∫
x·ξ≤0

a+(x)eλx·ξ dx ∈ [0, 1], ξ ∈ Sd−1, λ > 0, we have the following
observation. If, for some ξ ∈ Sd−1, there exist µ± > 0, such that, cf. (4.10),
a±ξ(µ

±) <∞, i.e. if (A5) holds for both ξ and −ξ, then, for µ = min{µ+, µ−},∫
Rd
a+(x)eµ|x·ξ| dx =

∫
x·ξ≥0

a+(x)eµx·ξ dx+

∫
x·ξ<0

a+(x)e−µx·ξ dx

≤
∫
x·ξ≥0

a+(x)eµ
+x·ξ dx+

∫
x·(−ξ)>0

a+(x)eµ
−x·(−ξ) dx <∞. (5.23)

Let now {ei | 1 ≤ i ≤ d} be an orthonormal basis in Rd. Let (A5) holds
for 2d directions {±ei | 1 ≤ i ≤ d} ⊂ Sd−1 and let µi = min{µ(ei), µ(−ei)},
1 ≤ i ≤ d, cf. (5.23). Set µ = 1

d min{µi | 1 ≤ i ≤ d}. Then, by the triangle and
Jensen’s inequalities and (5.23), one has∫

Rd
a+(x)eµ|x| dx ≤

∫
Rd
a+(x) exp

( d∑
i=1

1

d
µi|x · ei|

)
dx

≤
d∑
i=1

1

d

∫
Rd
a+(x)eµi|x·ei| dx <∞.

As a result, the assumption that (A5) holds, for all ξ ∈ Sd−1, is equivalent to
the following one

there exists µd > 0, such that
∫
Rd
a+(x)eµd|x| dx <∞. (A9)

Clearly, (A9) implies ∫
Rd
|x|a+(x) dx <∞, (5.24)

and thus (A7) holds, for any ξ ∈ Sd−1. Then, one can define the (global) first
moment vector of a+, cf. (4.47),

m :=

∫
Rd
xa+(x) dx ∈ Rd. (5.25)

The most ‘anisotropic’ assumption is (A8). We will assume, for simplicity, that
(A3) holds; then (A8) holds with r(ξ) = 0, for all ξ ∈ Sd−1.

Proposition 5.7. Let (A1), (A2), (A3), (A6), (A9) hold. Then, for any T > 0,
Tκ+m ∈ Rd is an interior point of ΥT , and ΥT is a bounded set.

Proof. By (5.22), it is enough to prove the statement, for T = 1. By (4.47), for

any orthonormal basis {ei | 1 ≤ i ≤ d} ⊂ Sd−1, m =
d∑
i=1

mei . As it was shown

above, the assumptions of the statement imply that Theorem 4.22 holds, for
any ξ ∈ Sd−1. Therefore, by (4.78) and Proposition 5.1,

(κ+m) · ξ = κ+

∫
Rd
x · ξa+(x) dx = κ+mξ < c∗(ξ) = c∗1(ξ), (5.26)
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for all ξ ∈ Sd−1; thus κ+m ∈ Υ1. Since the inequality in (5.26) is strict, the
point κ+m is an interior point of Υ1.

Next, by Proposition 5.1, x ∈ Υ1 implies that, for any fixed ξ ∈ Sd−1,
x · ξ ≤ c∗(ξ) and x · (−ξ) ≤ c∗(−ξ), i.e.

−c∗(−ξ) ≤ x · ξ ≤ c∗(ξ), x ∈ Υ1, ξ ∈ Sd−1. (5.27)

Then (5.27) implies

|x · ξ| ≤ max
{
|c∗(ξ)|, |c∗(−ξ)|

}
, x ∈ Υ1, ξ ∈ Sd−1;

in particular, for an orthonormal basis {ei | 1 ≤ i ≤ d} of Rd, one gets

|x| ≤
d∑
i=1

|x · ei| ≤
d∑
i=1

max
{
|c∗(ei)|, |c∗(−ei)|

}
=: R <∞, x ∈ Υ1,

that fulfills the statement.

Remark 5.8. It is worth noting that, by (4.78), (4.47), the following inequality
holds, cf. (5.27),

c∗(ξ) + c∗(−ξ) > κ+(mξ + m−ξ) = 0.

For any T > 0, consider the setM(T ) of all subsets from Rd of the following
form:

MT = MT,ε,K,ξ1,...,ξK =
{
x ∈ Rd | x · ξi ≤ c∗T (ξi) + ε, i = 1, . . . ,K

}
, (5.28)

for some ε > 0, K ∈ N, ξ1, . . . , ξK ∈ Sd−1.
We are ready now to prove a result about the long-time behavior at infinity

in space.

Theorem 5.9. Let the conditions (A1), (A2), (A3), (A6), (A9) hold. Let
u0 ∈ Lθ be such that

|||u0||| := sup
λ>0

esssup
x∈Rd

u0(x)eλ|x| <∞ (5.29)

and let u ∈ X̃∞ be the corresponding solution to (2.1). Then, for any open set
O ⊃ Υ1, there exists ν = ν(O) > 0, such that

esssup
x/∈tO

u(x, t) ≤ |||u0|||e−νt, t > 0.

Proof. By Proposition 5.7, the set Υ1 is bounded and nonempty. Then, by [75,
Lemma 7.2], there exists ε > 0, K ∈ N, ξ1, . . . , ξK ∈ Sd−1 and a set M ∈M(1)
of the form (5.28), with T = 1, such that

Υ1 ⊂M ⊂ O. (5.30)

Choose now

Oξi =
{
x ∈ Rd

∣∣∣ x · ξi < c∗1(ξi) +
ε

2

}
⊃ Υ1,ξi , 1 ≤ i ≤ K.

73



Then, by (5.30),

Υ1 =
⋂

ξ∈Sd−1

Υ1,ξ ⊂
K⋂
i=1

Υ1,ξi ⊂
K⋂
i=1

Oξi ⊂M ⊂ O,

and, therefore,

Rd \ O ⊂
K⋃
i=1

(Rd \ Oξi). (5.31)

By (5.10), the assumption (5.29) implies,

‖u0‖λ,ξ ≤ max
{

esssup
x·ξ≥0

|u0(x)|eλx·ξ, esssup
x·ξ<0

|u0(x)|
}

≤ max
{

esssup
x·ξ≥0

|u0(x)|eλ|x|, esssup
x·ξ<0

|u0(x)|
}
≤ esssup

x∈Rd
|u0(x)|eλ|x| ≤ |||u0|||,

for any λ > 0, ξ ∈ Sd−1. Denote

νi := λ∗(ξi)dist (Υ1,ξi ,Rd \ Oξi) = λ∗(ξi)
ε

2
, 1 ≤ i ≤ K.

Then, by Theorem 5.4 and (5.31), one gets, for any t > 0,

esssup
x/∈tO

u(x, t) ≤ max
1≤i≤K

esssup
x/∈tOξi

u(x, t) ≤ ‖u0‖λ∗(ξi),ξie
−νit ≤ |||u0|||e−νt,

with ν := min{νi | 1 ≤ i ≤ K}.

Our second main result about the long-time behavior states that the solution
u ∈ X∞ uniformly converges to θ inside the set tΥ1 = Υt. The proof of this
result is quite technical. For the convenience of the reader, we present here the
statement of Theorem 5.10 only, and explain the proof in the next subsection.

For a closed set A ⊂ Rd, we denote by int(A) the interior of A.

Theorem 5.10. Let the conditions (A1), (A2), (A4), (A6), (A9) hold. Let
u0 ∈ Uθ, u0 6≡ 0, and u ∈ X∞ be the corresponding solution to (2.1). Then, for
any compact set C ⊂ int(Υ1),

lim
t→∞

min
x∈tC

u(x, t) = θ. (5.32)

Corollary 5.11. Let the conditions (A1), (A2), (A4), (A6), (A9) hold. Let
u0 ∈ Lθ be such that there exist x0 ∈ Rd, η > 0, r > 0, with u0 ≥ η, for a.a.
x ∈ Br(x0). Let u ∈ X̃∞ be the corresponding solution to (2.1). Then, for any
compact set C ⊂ int(Υ1),

lim
t→∞

essinf
x∈tC

u(x, t) = θ.

Proof. The assumption on u0 implies that there exists a function v0 ∈ Uθ ⊂ Lθ,
v0 6≡ 0, such that u0(x) ≥ v0(x), for a.a. x ∈ Rd. Then, by Remark 3.5,
u(x, t) ≥ v(x, t), for a.a. x ∈ Rd, and for all t ≥ 0, where v ∈ X̃∞ is the
corresponding to v0 solution to (2.1). By Proposition 3.4, v ∈ X∞, and one has
(5.32) for v, with the same Υ1, cf. (Q1). The statement follows then from the
evident inequality

min
x∈tC

v(x, t) = essinf
x∈tC

v(x, t) ≤ essinf
x∈tC

u(x, t) ≤ θ.
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As an important application of Theorem 5.10, we will prove that there are
not stationary solutions u ≥ 0 to (2.1) (i.e. solutions with ∂

∂tu = 0), except
u ≡ 0 and u ≡ θ, provided that the origin belongs to int(Υ1).

Proposition 5.12. Let the conditions (A1), (A2), (A4), (A6), (A9), and (2.21)
hold. Let the origin belongs to int(Υ1). Then there exist only two non-negative
stationary solutions to (2.1) in L∞(Rd), namely, u = 0 and u = θ.

Proof. Since ∂
∂tu = 0, one gets from (2.1) that

u(x) =
κ+(a+ ∗ u)(x)

m+ κ−(a− ∗ u)(x)
, x ∈ Rd. (5.33)

Then, by Lemma 2.1, one easily gets that u ∈ Cub(Rd).
Denote M := ‖u‖ = sup

x∈Rd
u(x). We are going to prove now that M ≤ θ. On

the contrary, suppose that M > θ. One can rewrite (5.33) as follows:

mu(x) + κ−(a− ∗ u)(x)(u(x)− θ) = (Jθ ∗ u)(x) ≤Mm, (5.34)

where Jθ ≥ 0 is given by (3.19) and hence
∫
Rd Jθ(x) dx = m.

Choose a sequence xn ∈ Rd, n ∈ N, such that u(xn) → M , n → ∞.
Substitute xn to the inequality (5.34) and pass n → ∞. Since M > θ and
u ≥ 0, one gets then that (a− ∗ u)(xn)→ 0, n→∞. Passing to a subsequence
of {xn} and keeping the same notation, for simplicity, one gets that

(a− ∗ u)(xn) ≤ 1

n
, n ≥ 1.

For all n ≥ r−2d
0 , set rn := n−

1
2d < r0; then the inequality (2.21) holds, for

any x ∈ Brn(0), and hence

1

n
≥ (a− ∗ u)(xn) ≥ α(11Brn (0) ∗ u)(xn) ≥ αVd(rn) min

x∈Brn (xn)
u(x), (5.35)

where Vd(R) is a volume of a sphere with the radius R > 0 in Rd. Since
V (rn) = rdnVd(1) = n−

1
2Vd(1), we have from (5.35), that, for any n ≥ r−2d

0 ,
there exists yn ∈ Brn(xn), such that

u(yn) ≤ 1

α
√
nVd(1)

.

Thus u(yn) → 0, n → ∞. Recall that u(xn) → M > 0, n → ∞, however,
|xn − yn| ≤ rn = n−

1
2d , that may be arbitrary small. This contradicts the fact

that u ∈ Cub(Rd).
As a result, 0 ≤ u(x) ≤ θ = M , x ∈ Rd. Let u 6≡ 0. By Theorem 5.10,

for any compact set C ⊂ int(Υ1), min
x∈tC

u(x) → θ, t → ∞, as u(x, t) = u(x)

now. Since 0 ∈ int(Υ1), the latter convergence is obviously possible for u ≡ θ
only.

75



5.3 Proof of Theorem 5.10
We will do as follows. At first, in Proposition 5.17, we apply results of [75] for
discrete time, to prove (5.32) for continuous time, provided that u0 is separated
from 0 on a big enough set. Next, in Proposition 5.18, we show that there exists
a proper subsolution to (2.1), which will reach (as we explain thereafter) any
needed level after a finite time. Finally, we properly use in Proposition 5.19 the
results of [11], to prove that the solution to (2.1) will dominate the subsolution
after a finite time.

We start with the following Weinberger’s result (rephrased in our settings).
Note that (A4) implies (A3), hence, under conditions of Theorem 5.10, we have
by Proposition 5.7, that ΥT 6= ∅, T > 0.

Lemma 5.13 (cf. [75, Theorem 6.2]). Let (A1), (A2), (A4), (A6), (A9) hold.
Let u0 ∈ Uθ and T > 0 be arbitrary, and QT be given by (3.33). Define

un+1(x) := (QTun)(x), n ≥ 0. (5.36)

Then, for any compact set CT ⊂ int(ΥT ) and for any σ ∈ (0, θ), one can choose
a radius rσ = rσ(QT ,CT ), such that

u0(x) ≥ σ, x ∈ Brσ (0), (5.37)

implies

lim
n→∞

min
x∈nCT

un(x) = θ. (5.38)

Remark 5.14. By the proof of [75, Theorem 6.2], the radius rσ(QT ,CT ) is not
defined uniquely. In the sequel, rσ(QT ,CT ) means just a radius which fulfills
the assertion of Lemma 5.13 for the chosen QT and CT , rather than a function
of QT and CT .

Remark 5.15. It is worth noting, that, by (3.33) and the uniqueness of the
solution to (2.1), the iteration (5.36) is just given by

un(x) = u(x, nT ), x ∈ Rd, n ∈ N ∪ {0}. (5.39)

Therefore, (5.38) with T = 1 yields (5.32), for N 3 t→∞, namely,

lim
n→∞

min
x∈nC

u(x, n) = θ, (5.40)

provided that (5.37) holds with rσ = rσ(Q1,C ), C ⊂ int(Υ1).

Lemma 5.16. Let the conditions of Theorem 5.10 hold. Fix a σ ∈ (0, θ) and a
compact set C ⊂ int(Υ1). Let u0 ∈ Uθ be such that u0(x) ≥ σ, x ∈ Brσ(Q1,C )(0).
Then, for any k ∈ N,

lim
n→∞

min
x∈nkC

u
(
x,
n

k

)
= θ. (5.41)

Proof. Since C ⊂ int(Υ1), one can choose a compact set C̃ ⊂ int(Υ1) such that

C ⊂ int(C̃ ). (5.42)
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By (5.39) and Lemma 5.13 (with T = 1), the assumption u0(x) ≥ σ, x ∈
Brσ(Q1,C )(0) implies (5.40). Fix k ∈ N, take p = 1

k ; then choose and fix the
radius rσ

(
Qp, pC̃

)
. By (5.40), there exists an N = N(k) ∈ N, such that

u(x,N) ≥ σ, x ∈ NC ,

Brσ(Qp,pC̃ )(0) ⊂ NC .

Apply now Lemma 5.13, with u0(x) = u(x,N), x ∈ Rd, T = p, and

CT = Cp := pC̃ ⊂ p int(Υ1) = int(Υp),

as, by (5.22), pΥ1 = Υp. We will get then

lim
n→∞

min
x∈npC̃

u(x,N + np) = θ. (5.43)

By (5.42), there exists M ∈ N such that one has(N
n

+ p
)
C ⊂ pC̃ , n ≥M. (5.44)

Therefore, by (5.44), one gets, for n ≥M ,

min
x∈npC̃

u(x,N + np) ≤ min
x∈n(Nn +p)C

u(x,N + np)

= min
x∈(Nk+n) 1

kC
u
(
x, (Nk + n)

1

k

)
≤ θ. (5.45)

By (5.43) and (5.45), one gets the statement.

Now, one can prove Theorem 5.10, under assumption on the initial condition.

Proposition 5.17. Let the conditions of Theorem 5.10 hold. Fix a σ ∈ (0, θ)
and a compact set C ⊂ int(Υ1). Let u0 ∈ Uθ be such that u0(x) ≥ σ, x ∈
Brσ(Q1,C )(0), and u ∈ X∞ be the corresponding solution to (2.1). Then

lim
t→∞

min
x∈tC

u(x, t) = θ. (5.46)

Proof. Suppose (5.46) were false. Then, there exist ε > 0 and a sequence
tN →∞, such that minx∈tNC u(x, tN ) ≤ θ − ε, n ∈ N. Since tNC is a compact
set and u(·, t) ∈ Uθ, t ≥ 0, there exists xN ∈ tNC , such that

u(xN , tN ) < θ − ε, n ∈ N. (5.47)

Next, by Proposition 2.9, there exists a δ = δ(ε) > 0 such that, for all x′, x′′ ∈ Rd
and for all t′, t′′ > 0, with |x′ − x′′|+ |t′ − t′′| < δ, one has

|u(x′, t′)− u(x′′, t′′)| < ε

2
. (5.48)

Since C is a compact, p(C ) := sup
x∈C
‖x‖ < ∞. Choose k ∈ N, such that 1

k <

δ
1+p(C ) . By (5.41), there exists M(k) ∈ N, such that, for all n > M(k),

u
(
x,
n

k

)
> θ − ε

2
, x ∈ n

k
C . (5.49)
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Choose N > N0 big enough to ensure tN > M(k)
k . Then, there exists n > M(k),

such that tN ∈
[
n
k ,

n+1
k

)
. Hence∣∣∣tN − n

k

∣∣∣ < 1

k
<

δ

1 + p(C )
. (5.50)

Then, for the chosen N , there exists yN ∈ C , such that xN = tNyN . Set t′ = tN ,
t′′ = n

k , x
′ = xN = tNyN , and x′′ = n

k yN . Then, by (5.50),

|t′ − t′′|+ |x′ − x′′| =
∣∣∣tN − n

k

∣∣∣(1 + |yN |
)
< δ.

Therefore, one can apply (5.48). Combining this with (5.47), one gets

u
(n
k
yN ,

n

k

)
= u

(n
k
yN ,

n

k

)
− u(tNyN , tN ) + u(xN , tN ) <

ε

2
+ θ − ε = θ − ε

2
,

that contradicts (5.49), as n
k yN ∈

n
kC . Hence the statement is proved.

Next two statements will allow us to get rid the restriction on u0 in Propo-
sition 5.17.

Proposition 5.18. Let (A1), (A2), and (A4) hold; assume also that (5.24)
holds, and m is given by (5.25). Then there exists α0 > 0, such that, for all α ∈
(0, α0), there exists q0 = q0(α) ∈ (0, θ), such that there exists T = T (α, q0) > 0,
such that, for all q ∈ (0, q0), the function

w(x, t) = q exp

(
−|x− tm|

2

αt

)
, x ∈ Rd, t > T, (5.51)

is a subsolution to (2.1) on t > T ; i.e. Fw(x, t) ≤ 0, x ∈ Rd, t > T , where F
is given by (3.1).

Proof. Let Jq, q ∈ (0, θ) be given by (3.19), and consider the function (5.51).
Since w(x, t) ≤ q, we have from (3.1),that

(Fw)(x, t) = w(x, t)

(
|x|2

αt2
− |m|

2

α

)
− (a+ ∗ w)(x, t)

+ κ−w(x, t)(a− ∗ w)(x, t) +mw(x, t)

≤ w(x, t)

(
|x|2

αt2
− |m|

2

α

)
− (Jq ∗ w)(x, t) +mw(x, t). (5.52)

Since, for any q0 ∈ (0, θ) and for any q ∈ (0, q0), Jq(x) ≥ Jq0(x), x ∈ Rd, one
gets from (5.52), that, to have Fw ≤ 0, it is enough to claim that, for all x ∈ Rd,

m+
|x|2

αt2
− |m|

2

α
≤ exp

(
|x− tm|2

αt

)∫
Rd
Jq0(y) exp

(
−|x− y − tm|

2

αt

)
dy.

By changing x onto x+tm and a simplification, one gets an equivalent inequality

m+
|x|2

αt2
+

2x ·m
αt

≤
∫
Rd
Jq0(y) exp

(
2x · y
αt

)
exp

(
−|y|

2

αt

)
dy =: I(t). (5.53)
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One can rewrite I(t) = I0(t) + I+(t) + I−(t), where

I0(t) :=

∫
Rd
Jq0(y)e−

|y|2
αt dy; I+(t) :=

∫
x·y≥0

Jq0(y)e−
|y|2
αt

(
e

2x·y
αt − 1

)
dy;

I−(t) :=

∫
x·y<0

Jq0(y)e−
|y|2
αt

(
e

2x·y
αt − 1

)
dy.

Using that es − 1 ≥ s, for all s ∈ R, and es − 1 ≥ s+ s2

2 , for all s ≥ 0, one gets
the following estimates

I+(t) ≥ 2

αt

∫
x·y≥0

Jq0(y)e−
|y|2
αt (x · y)dy +

2

α2t2

∫
x·y≥0

Jq0(y)e−
|y|2
αt (x · y)2dy

and
I−(t) ≥ 2

αt

∫
x·y<0

Jq0(y)e−
|y|2
αt (x · y)dy.

Therefore,

I(t) ≥ I0(t) +
2

αt

(
x ·
∫
Rd
Jq0(y)e−

|y|2
αt ydy

)
+

2

α2t2

∫
x·y≥0

Jq0(y)e−
|y|2
αt (x · y)2dy. (5.54)

By the dominated convergence theorem,

I0(t)↗
∫
Rd
Jq0(x) dx = κ+ − q0κ− > m, t→∞, (5.55)

for any q0 ∈ (0, θ). Set also

I1(t) :=

∫
Rd
Jq0(y)e−

|y|2
αt y dy.

By (5.24) and (A2), one has
∫
Rd a

−(x)|x| dx <∞ and hence
∫
Rd Jq0(x)|x| dx <

∞. Then, by the dominated convergence theorem,

I1(t)↗
∫
Rd
Jq0(y)ydy =: µ(q0) ∈ Rd, t→∞. (5.56)

Since 0 ≤ Jq0(x) ≤ κ+a+(x), x ∈ Rd, we have, by (5.25) and the dominated
convergence theorem, that m(q0)→ m, q0 → 0.

For any ε > 0 with m + 2ε < κ+, one can choose q0 = q0(ε) ∈ (0, θ), such
that

κ+ > κ+ − q0κ− > m+ 2ε, |m− µ(q0)| < ε

2
. (5.57)

By (5.55), (5.56), there exists T1 = T1(ε, q0) > 0, such that, for all α > 0 and
t > 0 with αt > T1, one has, cf. (5.57),

κ+ ≥ I0(t) > m+ ε, |I1(t)− µ(q0)| < ε

2
. (5.58)
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Let T > T1

α be chosen later. The function

I2(t) :=

∫
x·y≥0

Jq0(y)e−
|y|2
αt (x · y)2dy

is also increasing in t > 0. Clearly, from (5.57) and (5.58), one has |I1(t)−m| < ε.
Therefore, by (5.54) and (5.58), one gets, for t > T > T1

α ,

I(t) > m+ ε+
2

αt
x · (I1(t)−m) +

2

αt
x ·m +

2

α2t2
I2(t)

≥ m+ ε− 2ε

αt
|x|+ 2

αt
x ·m +

2

α2t2
I2(T ). (5.59)

Next, by (A2), (A4), and (3.19), Jq0(y) ≥ ρ, for a.a. y ∈ Bδ(0). For an
arbitrary x ∈ Rd, consider the set

Bx =
{
y ∈ Rd

∣∣∣ |y| ≤ δ, 1

2
≤ x · y
|x||y|

≤ 1
}
.

Then

I2(T ) ≥ ρ

4
|x|2

∫
Bx

|y|2e−
|y|2
αT dy. (5.60)

The set Bx is a cone inside the ball Bδ(0), with the apex at the origin, the
height which lies along x, and the apex angle 2π/3. Since the function inside
the integral in the r.h.s. of (5.60) is radially symmetric, the integral does not
depend on x. Fix an arbitrary x̄ ∈ Rd and denote

A(τ) = A(τ, δ) =

∫
Bx̄

|y|2e−
|y|2
τ dy ↗

∫
Bx̄

|y|2dy =: B̄δ, τ →∞. (5.61)

Then, by (5.59) and (5.60), one has, for t > T ,

I(t) > m+ ε− 2ε

αt
|x|+ 2

αt
x ·m +

ρA(αT )

2α2t2
|x|2. (5.62)

By (5.62), to prove (5.53), it is enough to show that

ε− 2ε

αt
|x|+ ρA(αT )

2α2t2
|x|2 ≥ |x|

2

αt2
, t > T, x ∈ Rd,

or, equivalently, for 2α < ρA(αT ),

(√
ρA(αT )− 2α

2

|x|
αt
− ε

√
2

ρA(αT )− 2α

)2

+ ε− ε2 2

ρA(αT )− 2α
≥ 0. (5.63)

To get (5.63), we proceed as follows. For a given ρ > 0, δ > 0 which provide
(A4), we set α0 := 1

2ρB̄δ, cf. (5.61). Then, for any α ∈ (0, α0), there exists
T2 = T2(α) > 0, such that

2α < ρA(αT2) < ρB̄δ.
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Choose now ε = ε(α) > 0, such that m+ 2ε < κ+ and

ε <
1

2
(ρA(αT2)− 2α) <

1

2
(ρA(αT )− 2α), T > T2. (5.64)

For the chosen ε, find q0 = q0(α) ∈ (0, θ) which ensures (5.57). Then, find
T1 = T1(α, q0) > 0 which gives (5.58); and, finally, take T = T (α, q) > T2 such
that αT > T1. As a result, for t > T , one has αt > αT > T1, thus (5.58) holds,
whereas (5.64) yields (5.63). The latter inequality gives (5.53), and hence, for
all q ∈ (0, q0), Fw ≤ 0, for w given by (5.51). The statement is proved.

Proposition 5.19. Let (A1), (A2), and (A4) hold. Then, there exists t1 > 0,
such that, for any t > t1 and for any τ > 0, there exists q1 = q1(t, τ) > 0,
such that the following holds. If u0 ∈ Lθ is such that there exist η > 0, r > 0,
x0 ∈ Rd with u0(x) ≥ η, x ∈ Br(x0) and u ∈ X̃∞ is the corresponding solution
to (2.1), then

u(x, t) ≥ q1e
− |x−x0|

2

τ , x ∈ Rd. (5.65)

Proof. At first, we note that (5.65) may be rewritten as follows:

q1e
− |x|

2

τ ≤ u(x+ x0, t0) = T−x0
Qt0u0(x) = Qt0T−x0

u0(x),

cf. (3.33), (3.34), (3.35), and one has

T−x0
u0(x) = u0(x+ x0) ≥ η, |(x+ x0)− x0| = |x| ≤ r.

Therefore, it is enough to prove the statement for x0 = 0.
Consider now arbitrary functions b, v0 ∈ C∞(Rd), such that

supp b = Bδ(0), 0 < b(x) = b(|x|) ≤ ρ, x ∈ Bδ(0);

supp v0 = Br(0), 0 < v0(x) ≤ η, x ∈ Br(0);

∃ 0 < p < min{r, 1}, 0 < ν < η, such that v0(x) ≥ ν, x ∈ Bp(0).

Set 〈b〉 :=
∫
Rd b(x) dx > 0. Define two bounded operators in the space L∞(Rd),

cf. (1.4): Bu = b ∗ u, Lbu = Bu− 〈b〉u. One can rewrite (2.1) as follows

∂

∂t
u(x, t) = (Jθ ∗ u)(x, t)−mu(x, t) + κ−(θ − u(x, t))(a− ∗ u)(x, t)

= (b ∗ u)(x, t)−mu(x, t) + f(x, t),

where, for any x ∈ Rd, t ≥ 0,

f(x, t) := ((Jθ − b) ∗ u)(x, t) + κ−(θ − u(x, t))(a− ∗ u)(x, t).

By (A4) and the choice of b, Jθ(x) ≥ b(x), x ∈ Rd. In particular, m =∫
Rd Jθ(x) dx ≥ 〈b〉, and f(x, t) ≥ 0, x ∈ Rd, t ≥ 0. Next, for any t ≥ 0,
‖f(·, t)‖∞ ≤ θ(m − 〈b〉) + κ−θ2 < ∞. Since b ≥ 0 and Bu = b ∗ u defines
a bounded operator on L∞(Rd), one has that etBf(x, s) ≥ 0, for all t, s ≥ 0,
x ∈ Rd. By the same argument, u0(x) ≥ η11Br(0)(x) ≥ v0(x) ≥ 0 implies
(etBu0)(x) ≥ (etBv0)(x). Therefore,

u(x, t) = e−tm(etBu0)(x) +

∫ t

0

e−(t−s)m(e(t−s)Bf)(x, s)ds

≥ e−tm(etBu0)(x) ≥ e−(m−〈b〉)t(etLbv0)(x), x ∈ Rd. (5.66)
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We are going to apply now the results of [11]. To do this, set β := 〈b〉−1.
Then

(etLbv0)(x) = (e〈b〉t(βLb)v0)(x) = v(x, 〈b〉t), (5.67)

where v solves the differential equation d
dtv = βLb. Since

∫
Rd βb(x) dx = 1,

then, by [13, Theorem 2.1, Lemma 2.2],

v(x, t) = e−tv0(x) + (w ∗ v0)(x, t), (5.68)

where w(x, t) is a smooth function. Moreover, by [11, Proposition 5.1], for any
ω ∈ (0, δ) there exist c1 = c1(ω) > 0 and c2 = c2(ω) ∈ R, such that

w(x, t) ≥ h(x, t), x ∈ Rd, t ≥ 0,

h(x, t) := c1t exp
(
−t− 1

ω
|x| log |x|+ (log t− c2)

[ |x|
ω

])
.

(5.69)

Here [α] means the entire part of an α ∈ R, and 0 log 0 := 1, log 0 := −∞.
Set t1 = ec2 > 0. Since [α] > α− 1, α ∈ R, one has, for t > t1,

h(x, t) ≥ c1ec2 exp
(
−t− 1

ω
|x| log |x|+ (log t− c2)

|x|
ω

)
≥ c3g(x, t),

where c3 = c1e
c2 > 0 and

g(x, t) := exp
(
−t− 1

ω
|x| log |x|

)
, x ∈ Rd, t > t1.

Since v0 ≥ ν11Bp(0), one gets from (5.68) and (5.69), that

v(x, t) ≥ νe−t11Bp(0)(x) + νc3

∫
Bp(x)

g(y, t) dy (5.70)

Set Vp :=
∫
Bp(0)

dx. For any fixed t > t1, since g(·, t) ∈ C(Bp(x)), there exists
y∗, y

∗ ∈ Bp(x), such that g(y, t) attains its minimal and maximal values on
Bp(x) at these points, respectively. Since Bp(x) is a convex set, one gets that,
for any γ ∈ [0, 1], yγ := γy∗ + (1− γ)y∗ ∈ Bp(x). Then

Vpg(y0, t) ≤
∫
Bp(x)

g(yγ , t) dy ≤ Vpg(y1, t).

Therefore, by the intermediate value theorem there exists, ỹt = ỹ(x, t) ∈ Bp(x),
t > t1, x ∈ Rd, such that

∫
Bp(x)

g(y, t) dy = Vpg(ỹt, t). Hence one gets from
(5.66), (5.67), (5.70), that

u(x, t) ≥ c4e−(m−〈b〉)tg
(
ỹt, 〈b〉t

)
= c4 exp

(
−mt− 1

ω
|ỹt| log |ỹt|

)
, (5.71)

for ỹt = ỹ(x, t) ∈ Bp(x), t > t1; here c4 = c3νVp > 0.
As a result, to get the statement, it is enough to show that, for any t > t1

and for any τ > 0, there exists q1 = q1(t, τ) > 0, such that the r.h.s. of (5.71)

is estimated from below by q1e
− |x|

2

τ , i.e. that

mt+
1

ω
|ỹt| log |ỹt| − log c4 ≤

|x|2

τ
− log q1, x ∈ Rd, (5.72)
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Note that ỹt ∈ Bp(x) implies |ỹt| ≤ p+ |x|, x ∈ Rd.
Let p + |x| ≤ 1. Then log |ỹt| ≤ 0, and the l.h.s. of (5.72) is majorized

by mt − log c4. Therefore, to get (5.72), it is enough to have q1 < c4e
−mt,

regardless of τ .
Let now |x| + p > 1. Recall that we chose p < 1. The function s log s is

increasing on s > 1. Hence to get (5.72), we claim

(|x|+ 1) log(|x|+ 1) ≤ ω

τ
|x|2 − ωmt+ ω log c4 − ω log q1. (5.73)

Consider now the function f(s) = as2 − (s + 1) log(s + 1), s ≥ 0, a = ω
τ > 0.

Then f(0) = 0, f ′(s) = 2as− log(s+1)−1, f ′(0) = −1, f ′′(s) = 2a− 1
s+1 . Since

f ′′(s)↗ 2a > 0, s→∞, there exists s0 > 0, such that f ′′(s) > 0, for all s > s0,
i.e. f ′(s) increases on s > s0. Since f ′(s) → ∞, s → ∞, there exists s1 > s0,
such that f ′(s) > 0, for all s > s1, i.e. f is increasing on s > s1. Finally, for
any t > t1, one can choose q1 = q1(t, τ) > 0 small enough, to get

min
s∈[0,s1]

f(s)− ωmt+ ω log c4 − ω log q1 > 0

and too fulfill (5.73), for all x ∈ Rd. The statement is proved.

Now, we are ready to prove the main Theorem 5.10.

Proof of Theorem 5.10. For u0 ≡ θ, the statement is trivial. Hence let u0 6≡ θ,
u0 6≡ 0. Next, recall that, (A4) implies (A3) and (A9) implies (5.24). Therefore,
one may use the statements of Propositions 5.7, 5.18, 5.19.

According to Proposition 5.18, choose any α ∈ (0, α0) and take the cor-
responding q0 = q0(α) ∈ (0, θ) and T = T (α, q0) > 0. Choose then arbi-
trary t2 > T . Let m be given by (5.25). Set x0 = t2m ∈ Rd. By Proposi-
tion 3.7, there exist η = η(t2) > 0 and r = r(t2) > 0, such that u(x, t2) ≥ η,
|x−x0| = |x−t2m| ≤ r. Apply now Proposition 5.19, with u0(x) = u(x, t2); let t1
be the moment of time stated there. Take, for the α chosen above, τ = αt2 > 0.
Take any t3 > max{t1, t2} and the corresponding q1 = q1(t3, τ) > 0. We will
get then, by (5.65), that

u(x, t3 + t2) ≥ q1 exp
(
−|x− t2m|

2

αt2

)
, x ∈ Rd. (5.74)

Of course, one can assume that q1 < q0 (otherwise, we just pass to a weaker
inequality in (5.74)).

We are going to apply now Theorem 3.1, with c = θ and, for t ≥ 0,

u1(x, t) = q1 exp
(
−|x− (t+ t2)m|2

α(t+ t2)

)
≥ 0,

u2(x, t) = u(x, t+ t3 + t2) ∈ [0, θ].

By (5.74), u1(x, 0) ≤ u2(x, 0), x ∈ Rd. Since u solve (2.1), Fu2 ≡ 0. Next, by
Proposition 5.18, if we set q = q1, we will have Fu1 ≤ 0, as t + t2 ≥ t2 > T .
Therefore, by Theorem 3.1,

u(x, t+ t3 + t2) ≥ q1 exp
(
−|x− (t+ t2)m|2

α(t+ t2)

)
, t ≥ 0, x ∈ Rd,
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or, equivalently,

u(x+ (t+ t2)m, t+ t3 + t2) ≥ q1 exp
(
− |x|2

α(t+ t2)

)
, t ≥ 0, x ∈ Rd,

Let now K ⊂ int(Υ1) be a compact set. Choose any σ ∈ (0, q1) and consider
a radius rσ = rσ(Q1,K ) which fulfills Proposition 5.17, cf. Remark 5.14. Then
|x| ≤ rσ implies that there exists t4 = t4(σ,K ) > 0, such that, for all t ≥ t4,

q1 exp
(
− |x|2

α(t+ t2)

)
≥ q1 exp

(
− r2

σ

α(t+ t2)

)
> σ.

Then, one can apply Proposition 5.17 with u0(x) = u(x+(t4 +t2)m, t4 +t3 +t2),
x ∈ Rd; by (5.46), we have

lim
t→∞

min
x∈tK

u(x+ (t2 + t4)m, t+ t2 + t3 + t4) = θ. (5.75)

Let, finally, C ⊂ int(Υ1) be an arbitrary compact set from the statement
of Theorem 5.10. It is well-known, that the distance between a compact and
a closed set is positive; in particular, one can consider the compact C and the
closure of Rd \ Υ1. Therefore, there exists a compact set K ⊂ int(Υ1), such
that C ⊂ int(K ). Let δ0 > 0 be the distance between C and the closure of
Rd \K . One has then that (5.75) does hold with t4 = t4(σ,K ) > 0.

By (5.75), for any ε > 0, there exists t5 > 0 such that, for all t > t2 + t3 +
t4 + t5 =: t6 > 0 and for all y ∈ K ,

u
(
(t− t2 − t3 − t4)y + (t2 + t4)m, t

)
> θ − ε (5.76)

Without loss of generality we can assume that t5 is big enough to ensure

(t2 + t3 + t4) max
x∈C
|x|+ (t2 + t4)|m| < δ0t5. (5.77)

Then, for any x ∈ C and for any t > t6, the vector

y(x, t) :=
tx− (t2 + t4)m

t− t2 − t3 − t4

is such that

|y(x, t)− x| =
∣∣(t2 + t3 + t4)x− (t2 + t4)m

∣∣
t− t2 − t3 − t4

< δ0,

where we used (5.77). Therefore, y(x, t) ∈ K , for all x ∈ C and t > t6, and
hence (5.76) applied for any such y(x, t) yields u(tx, t) > θ − ε, x ∈ C , t > t6,
that fulfills the proof.

5.4 Fast propagation for slow decaying dispersal kernels
All result above about traveling waves and long-time behavior of the solutions
were obtained under exponential integrability assumptions, cf. (A5) or (A9).
In [42], it was proved, for the equation (1.11) on R with local nonlinear term, that
the case with a+ which does not satisfy such conditions leads to ‘accelerating’
solutions, i.e. in this case the equality like (5.32) holds for arbitrary big compact
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C ⊂ Rd. The aim of this Subsection is to show an analogous result for the
equation (2.1). The detailed analysis of the propagation for the slow decaying
a+ will be done in a forthcoming paper.

We will prove an analog of the first statement in [42, Theorem 1].

Theorem 5.20. Let the conditions (A1), (A2), (A4), (A6), and (5.24) hold.
Suppose also there exists a function 0 ≤ b ∈ L1(R+) ∩ L∞(R+), such that
a+(x) ≥ b(|x|), for a.a. x ∈ Rd, and that, cf. (A9), for any λ > 0 and for any
ξ ∈ Sd−1, ∫

Rd
b(|x|)eλx·ξdx =∞. (5.78)

Let u0 ∈ Lθ be such that there exist x0 ∈ Rd, η > 0, r > 0, with u0 ≥ η, for a.a.
x ∈ Br(x0). Let u ∈ X̃∞ be the corresponding solution to (2.1). Then, for any
compact set K ⊂ Rd,

lim
t→∞

essinf
x∈tK

u(x, t) = θ. (5.79)

Proof. By the same arguments as in the proof of Corollary 5.11, there exists
v0 ∈ Uθ, v0 6≡ 0, such that u0(x) ≥ v0(x), for a.a. x ∈ Rd, and u(x, t) ≥ v(x, t),
for a.a. x ∈ Rd and for all t ≥ 0, where v ∈ X̃∞ is the corresponding to v0

solution to (2.1), moreover, v ∈ X∞.
Let θ̄ ∈ (0, θ) be chosen and fixed. We are going to apply now Proposi-

tion 3.17 to (3.37)–(3.39) with ∆R := BR(0) ↗ Rd, R → ∞. Consider an
increasing sequence {Rn | n ∈ N}, such that

(i) δ < Rn →∞, n→∞, where δ is the same as in (A4);
(ii) A+

Rn
> m

κ+ , n ∈ N, cf. (3.41);
(iii) θ̄ < θRn ≤ θ, cf. (3.40), (3.44).
Let w0 ∈ Cub(Rd), w0 6≡ 0 be such that 0 ≤ w0(x) ≤ v0(x), x ∈ Rd and

‖w0‖ ≤ θ̄. Let, for any n ∈ N, w(n) ∈ X∞ be the corresponding solution to the
equation (3.38) with R replaced by Rn. Then, by (3.43), w(n)(x, t) ≤ v(x, t),
for all x ∈ Rd, t ≥ 0, n ∈ N. As a result,

w(n)(x, t) ≤ v(x, t) ≤ θ, a.a. x ∈ Rd, t ≥ 0, n ∈ N. (5.80)

For an arbitrary ξ ∈ Sd−1, consider the corresponding ǎ+
Rn

, cf. (4.6). Clearly,
λ0(ǎ+

Rn
) = ∞, i.e. a+

Rn
∈ Vξ, n ∈ N, cf. Definition 4.19. Let a

(n)
ξ (λ), n ∈ N,

λ > 0 be defined by (4.10), with a+ replaced by a+
Rn

. Finally, let c(n)
∗ (ξ) be the

corresponding minimal traveling wave’s speed for the equation (3.38) (with R
replaced by Rn). Prove that

lim
n→∞

inf
ξ∈Sd−1

c
(n)
∗ (ξ) =∞. (5.81)

By (4.78), it is enough to show that, cf. (5.24), for any

C > κ+

∫
Rd
a+(x)|x|dx, (5.82)

there exists N = N(C) ∈ N, such that, for all λ > 0,

1

λ

(
κ+a

(n)
ξ (λ)−m

)
≥ C, ξ ∈ Sd−1, n ≥ N. (5.83)
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Denote Ξ±ξ := {x ∈ Rd | ±x ·ξ ≥ 0}; i.e. Ξ+
ξ ∪Ξ−ξ = Rd. Then, by (ii) above,

κ+a
(n)
ξ (λ)−m = κ+

∫
Rd
a+
Rn

(x)(eλx·ξ − 1)dx+ κ+A+
Rn
−m

≥ κ+

∫
Ξ−ξ

a+
Rn

(x)(eλx·ξ − 1)dx+ κ+A+
R1
−m,

as
∫

Ξ+
ξ
a+
Rn

(x)(eλx·ξ − 1)dx ≥ 0. By the inequality 1 − e−s ≤ s, s ≥ 0, one has
that ∣∣∣∣∫

Ξ−ξ

a+
Rn

(x)(eλx·ξ − 1)dx

∣∣∣∣ ≤ λ ∫
Ξ−ξ

a+
Rn

(x)|x · ξ|dx ≤ λ
∫
Rd
a+(x)|x|dx.

Hence, cf. (ii), (5.24), and (5.82), if we set

λ1 :=
κ+A+

R1
−m

2C
> 0,

then, for any λ ∈ (0, λ1) and for any ξ ∈ Sd−1,

κ+a
(n)
ξ (λ)−m ≥ κ+A+

R1
−m− λ1κ+

∫
Rd
a+(x)|x|dx ≥

κ+A+
R1
−m

2
> Cλ,

i.e. (5.83) holds.
On the other hand, (A4) and the condition (i) imply that, for any n ∈ N,

the assumption (A8) holds with a+ replaced by a+
Rn

, where r = 0 and ρ, δ are
the same as in (A4), and thus are independent on n. Hence, by (4.64),

1

λ
a

(n)
ξ (λ) ≥ ρ′ 1

λ2
(eλδ

′
− 1)→∞,

for all n ∈ N, and here ρ′, δ′ are independent on n and on ξ. Therefore, there
exists λ2 > 0, such that, for all λ > λ2, ξ ∈ Sd−1, n ∈ N, (5.83) holds.

Let, finally, λ ∈ [λ1, λ2]. Since a+
Rn

are compactly supported, one has

d

dλ
a

(n)
ξ (λ) =

∫
Ξ+
ξ

a+
Rn

(x)(x · ξ)eλx·ξdx+

∫
Ξ−ξ

a+
Rn

(x)(x · ξ)eλx·ξdx. (5.84)

The inequality se−s ≤ 1
e , s ≥ 0 implies∣∣∣∣∫

Ξ−ξ

a+
Rn

(x)(x · ξ)eλx·ξdx
∣∣∣∣ ≤ 1

e

∫
Ξ−ξ

a+
Rn

(x)dx ≤ 1

e
. (5.85)

Since ∫
x·ξ≤1

b(|x|)eλx·ξdx ≤ eλ <∞, λ > 0,

one has, by (5.78), that∫
x·ξ≥1

b(|x|)eλx·ξdx =∞, λ > 0. (5.86)

86



Then, by (5.84), (5.85), (5.86), for all λ ≥ λ1,

d

dλ

∫
Rd
a+
Rn

(x)eλx·ξdx ≥
∫

Ξ+
ξ

a+
Rn

(x)(x · ξ)eλx·ξdx− 1

e

≥
∫
x·ξ≥1

a+
Rn

(x)eλ1 x·ξdx− 1

e

≥
∫
x·ξ≥1

b(|x|)11BRn (0)(x)eλ1 x·ξdx− 1

e
→∞, n→∞,

and the latter integral, evidently, does not depend on ξ ∈ Sd−1. Therefore, there
exists N1 = N1(λ1) ∈ N, such that, for all n ≥ N1 and for all ξ ∈ Sd−1, the
function a

(n)
ξ (λ) is increasing on [λ1, λ2]. As a result, for λ ∈ [λ1, λ2], n ≥ N1,

ξ ∈ Sd−1,

1

λ

(
κ+a

(n)
ξ (λ)−m

)
≥ 1

λ2

(
κ+a

(n)
ξ (λ1)−m

)
≥ 1

λ2

(
κ+

∫
Rd
b(|x|)11BRn (0)(x)eλ1 x·ξdx−m

)
→∞, n→∞,

and, again, the latter expression does not depend on ξ ∈ Sd−1, thus the conver-
gence is uniform in ξ. Therefore, one gets (5.83), for a big enough N > N1 and
all λ ∈ [λ1, λ2], ξ ∈ Sd−1.

As a result, we have (5.81). Take an arbitrary compact K ∈ Rd. Choose
n ∈ N big enough to ensure that

max
x∈K ,ξ∈Sd−1

x · ξ < min
ξ∈Sd−1

c
(n)
∗ (ξ).

As a result, K ∈ int(Υ
(n)
1 ), where Υ

(n)
1 is defined according to (5.21), but for

the kernels a±Rn . Then (5.32), with C = K , yields min
x∈tK

w(n)(x, t) = θ, t→∞.

Hence the inequality (5.80) fulfills the statement.

Corollary 5.21. Let conditions of Theorem 5.20 hold. Then there does not exist
a travelling wave solution, in the sense of Definition 4.3, to the equation (2.1).

Proof. Suppose that, for some ξ ∈ Sd−1, c ∈ R, and ψ ∈ Mθ(R), (4.1) holds.
Then u0(x) = ψ(x·ξ) satisfies the assumptions of Theorem 5.20. Take a compact
set K ⊂ Rd, such that c1 := max

y∈K
y · ξ > c. Then (5.79) implies

θ = lim
t→∞

essinf
x∈tK

ψ(x · ξ − ct) = lim
t→∞

essinf
y∈K

ψ
(
t(y · ξ − c)

)
= lim
t→∞

ψ
(
t(c1 − c)

)
= 0,

where we used that ψ is decreasing. One gets a contradiction which proves the
statement.
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6 Historical comments
The solution u = u(x, t) to (1.1) describes approximately a density (at the
moment of time t and at the position x of the space Rd) for a particle system
evolving in the continuum. In course of the evolution, particles might reproduce
themselves, die, and compete (say, for resources). Namely, a particle located
at a point y ∈ Rd may produce a ‘child’ at a point x ∈ Rd with the intensity
κ+ and according to the dispersion kernel a+(x − y). Next, any particle may
die with the constant intensity m. And additionally, a particle located at x
may die according to the competition with the rest of particles; the intensity of
the death because of a competitive particle located at y is equal to κ− and the
distribution of the competition is described by a−(x− y).

This model was originally proposed in mathematical ecology, see [8], and
subsequent papers [9,25,53,59]; for further biological references see e.g. [60] and
the recent review [63]. Rigorous mathematical constructions were done in [34],
see also [36, 38]. The mathematical approach was realized using the theory of
Markov statistical dynamics on the so-called configuration spaces expressed in
terms of evolution of time-dependent correlation functions of the system, see
e.g. [39, 50,51].

The particle density of such a system can not be described by a single evo-
lution equation in a closed form (except the case κ− = 0, which is out of our
considerations, see for it [52]). Namely, the evolutional equation for the density
includes time-dependent correlations between pairs of particles, whereas the evo-
lutional equation for that pair correlations includes correlations between triples
of particles, and so on. This situation is quite common in statistical physics,
see e.g. [39] and the references therein; in particular, cf. BBGKY-hierarchy for
the Hamiltonian dynamics [26].

On the other hand, for purposes of applications, one needs to find though
approximate numeric values of the density. To do this, the so-called moment
closure procedure, which goes back at least to [77], was realized in [8, 9, 25, 53].
The idea was to rewrite higher order correlations as (nonlinear) combinations of
low-order ones that yields a closed system of (nonlinear) evolutional equations.
Unfortunately, this procedure had not any rigorous mathematical background
and may be considered informally only. Another problem was that different
‘closings’ gave different answers (even numerically). On the contrary, in [59],
a mesoscopic-type scaling, cf. [64], for the considered model was proposed. It was
realized there (heuristically) for the case of homogeneous in space initial density,
that gave the homogeneous version (1.2) of (1.1), for u = u(t).

The nonhomogeneous equation (1.1) was rigorously derived in [36, 37] from
the dynamics of infinite particle systems described above, using the so-called
Vlasov scaling technique for continuous particle systems developed in [35]. The
infiniteness of the systems reflected in the fact that solutions to (1.1) should be
bounded but, in general, non integrable on the whole Rd. The derivation was
realized for all times, however, under conditions m� κ+ and Ca−(x) ≥ a+(x),
x ∈ Rd, with some C > 0; and under the assumption that the functions a± are
symmetric: a±(−x) = a±(x). In the recent paper [33], the condition on m was
dropped, however, the equation (1.1) was derived on a finite time-interval only.
A rigorous derivation of (1.1) from an infinite particle system under the opposite
assumption a+(x) ≥ Ca−(x), x ∈ Rd, which is crucial for the present paper (see,
in particular, the discussion in Subsection 3.1), is still an open problem. Note
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also that the same question for finite systems, that leads to an integrable in
space function u, should not require any comparison between kernels a+ and
a−, cf. [41].

The relations between the particle density of the considered system and the
solutions to (1.2) and (1.1) were studied in [59] and [60], correspondingly.
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