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Abstract

We consider the non-equilibrium dynamics for the Widom—Rowlin-
son model (without hard-core) in the continuum. The Lebowitz—
Penrose-type scaling of the dynamics is studied and the system of the
corresponding kinetic equations is derived. In the space-homogeneous
case, the equilibrium points of this system are described. Their struc-
ture corresponds to the dynamical phase transition in the model. The
bifurcation of the system is shown.
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1 Introduction

Critical behavior of complex systems in the continuum is one of the cen-
tral problems in statistical physics. For systems in R?, d > 1, consisting of
particles of the same type there is, up to our knowledge, only one rigorous
mathematical analysis of this problem, the so-called LMP (Lebowitz—Mazel—
Presutti) models with Kac potentials, see [23], [24, Chapter 10] and the
references therein. The case of particles of different types has been more
extensively studied. The simplest model was proposed by Widom and Rowl-
inson [27] for a potential with hard-core. In this model, there is an interaction
only between particles of different types. For large activity, the existence of
phase transition for the model in [27] was shown by Ruelle [25]. A natural
modification of this model for the case of three or more different particle
types is the Potts model in the continuum. Within this context, Lebowitz
and Lieb [22] extended Ruelle’s result to the multi-types case and soft-core
potentials. For a large class of potentials (with or without soft-core), Georgii
and Haggstrom [13] established the phase transition. Further activity in this
area concerns a mean-field theory for the Potts model in the continuum and,
in particular, for the Widom-Rowlinson model, without hard-core, see [14]
for the most general case (that is, two or more different types) and [4, 5] (for
three or more different types).

All these works deal with Gibbs equilibrium states of continuous particle
systems. Another approach to study Gibbs measures goes back to Glauber
and Dobrushin and it consists in the analysis of the stochastic dynamics as-
sociated with these measures. In the continuous case, an analogue of the
Glauber dynamics is a spatial birth-and-death process whose intensities im-
ply the invariance of the dynamics with respect to a proper Gibbs measure
(the so-called detailed balance conditions). For continuous particle systems
of only one type, the corresponding non-equilibrium dynamics was recently
intensively studied, see e.g. [9, 11] and the references therein. In this work
we consider the corresponding Glauber-type dynamics in the continuum, but
for two different particle types. Here we use the statistical Markov evolution
rather than the dynamics in the sense of trajectories. In other words, we
study the dynamics in terms of states. This can be done using the language
of correlation functions corresponding to the states or the language of the
corresponding generating functionals.

We construct this dynamics for the Widom—Rowlinson model and study
its mesoscopic behavior under the so-called Lebowitz—Penrose scaling (see
[24] and the references therein). For this purpose, we exploit a technique
based on the Ovsjannikov theorem, see e.g. [11] and the references therein.
This allows us to derive rigorously the system of kinetic equations for the



dynamics, which critical behavior might reflect the phase transition phe-
nomenon in the original microscopic dynamics. This scheme to derive the
kinetic equations for Markov evolutions in the continuum was proposed in
[7] and goes back to an approach well-known for the Hamiltonian dynamics,
see [26]. Another approach is based on minimizing some energy functionals,
see e.g. [2, 3].

In Section 2 we briefly recall some notions of the analysis on one- and
two-types configuration spaces. A more detailed explanation can be found
in e.g. [1, 17] and [6, 12|, respectively. We introduce and study a generaliza-
tion of generating functionals for two-types spaces as well. In Section 3 we
consider the dynamical Widom—-Rowlinson model. We prove that the corre-
sponding time evolution in terms of entire generating functionals exist in a
scale of Banach spaces, for a finite time interval (Theorem 3.5). Section 4
is devoted to the mesoscopic scaling in the Lebowitz—Penrose sense. We
prove that the rescaled evolution of entire generating functionals converges
strongly to the limiting time evolution (Theorem 4.5). The latter preserves
exponential functionals (Theorem 4.6), which corresponds to the propagation
of the chaos principle for correlation functions, cf. e.g. [10]. This allows to de-
rive a system of kinetic equations (4.13), which are non-linear and non-local
(they include convolutions of functions on RY, cf. e.g. [8]). We also prove the
existence and uniqueness of the solutions to the aforementioned system of
equations (Theorem 4.7). In Section 5 we consider the same system but in
the space-homogeneous case,

d

P = ol + zeT

) (1.1)
_ _ _ A/,

S0 = —mpy +ze

where ¢t € [0,7). Even this simplest case reflects the dynamical phase tran-
sition, which is expected to occur in the original non-equilibrium dynamics.
Namely, in Theorem 5.2 we prove that there is a critical value in (1.1) in

the sense that if the ratio a = B is less than e then the system (1.1) has

a unique stable equilibrium poirqlvtl, which is a node. For a > e, the system
(1.1) has three equilibrium points: two of them are stable nodes (they cor-
respond to the pure phases of the reversible Gibbs measure, cf. [13]) and the
third one is an unstable saddle point (it might correspond to the symmetric
mixed phase). It is worth noting that at the critical point, when a = e, the
system (1.1) has a unique saddle-node equilibrium point. Therefore, there
is a bifurcation in the system of the kinetic equations corresponding to the
dynamical Widom-Rowlinson model without hard-core. We note that the



existence of such a critical value for the original (equilibrium) model is still
an open problem, cf. e.g. [13, Remark 1.3].

2 General Framework

This section begins by briefly recalling the concepts and results of combina-
torial harmonic analysis on one- and two-types configuration spaces needed
throughout this work. For a detailed explanation see e.g. [1, 6, 12, 17| and
the references cited therein.

2.1 Omne-component configuration spaces

The configuration space I := I'g over RY, d € N, is defined as the set of all
locally finite subsets (configurations) of R,

= {7 c R%: |y N A| < oo for every compact A C Rd} ,

where |-| denotes the cardinality of a set. We will identify a configuration
v € I with the non-negative Radon measure Zx@ 0, on the Borel g-algebra
B(R?), where §, is the Dirac measure with mass 1 at z and Y., 40, =
0. This identification allows to endow I' with the vague topology and the
corresponding Borel o-algebra B(I").

Let p > 0 be a locally integrable function on R%. The Poisson measure
7, with intensity the Radon measure

do(z) = p(x)dz

is defined as the probability measure on (I', B(I')) with Laplace transform
given by

[ dnate) exp(; o)) =exp( [ dopta) (- 1))

for all smooth functions ¢ on R? with compact support. For the case p = 1,
we will omit the index 7 := mg,.
For any n € Ny := NU {0}, let

r®™.={yel:|y|=n}, neN, I'®.={p.

Clearly, each T'™, n € N, can be identified with the symmetrization of the
set {(1,...,zn) € (RY)™ : z; # x; if i # j} under the permutation group over
{1,...,n}, which induces a natural (metrizable) topology on I'™ and the
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corresponding Borel o-algebra B(I'™). Moreover, for the product measure
o®" fixed on (R?)", this identification yields a measure ¢ on (I'™ B(I'™)).
This leads to the space of finite configurations

Ty = |i| r
n=0

endowed with the topology of disjoint union of topological spaces and the
corresponding Borel g-algebra B(T'y), and to the so-called Lebesgue—Poisson
measure on (I'g, B(T'y)),

s= 3o o0} =1

n=0

We set A := Ay,

2.2 Two-component configuration spaces

The previous definitions can be naturally extended to n-component config-
uration spaces. Having in mind our goals, we just present the extension for
n=2.

Given two copies of the space I', denoted by I'" and I'~, let

I?:={(v", 7)) el xI vy Ny =0}.

Similarly, given two copies of the space 'y, denoted by I’y and Ty, we
consider the space

[p = {(77+,7]_) el xTy :ntNn~ :@}.

We endow I'? and T2 with the topology induced by the product of the
topological spaces 't x I'" and I'§ x 'y, respectively, and with the corre-
sponding Borel o-algebras, denoted by B(I'?) and B(T'3).

We consider the space Bi(I'2) of all complex-valued B(T'2)-measurable
functions G' with local support, i.e., Grrg\(Ferg)E 0 for some bounded set
A € B(RY), where I's := {n € T'* : n C A}. Given a G € By(T2), the
K-transform of G is the mapping KG : I'? — C defined at each (y",v~) € T2

by
(KG) (v = Z Z G(n*n7). (2.1)

ntcyt n=cy~
Int|<oo In~|<oo



Note that for every G € By(T'2) the sum in (2.1) has only a finite number
of summands different from zero and thus KG is a well-defined function on
2. Moreover, K : B(T'2) — K(By(T'2)) is a positivity preserving linear
isomorphism whose inverse mapping is defined by

(K 1F — Z Z \77+\§+\+\777\§*|F(€+’€—)’ (77+’77—) ef‘g‘

ErCntECn~

The K-transform might be extended pointwisely to a wider class of func-
tions. Among them we will distinguish the so-called Lebesgue—Poisson expo-
nentials ex(f*, f~) defined for complex-valued B(R%)-measurable functions

frf by
ex(f5 o) =t onNe(f ), (tn) e, (2.2)

where

ex(fE %) = [[ f5(2), n* eTE\{0},  ex(f*,0) =1

:1:67]

Indeed, for any f*, f~ described as before, having in addition compact sup-
port, for all (y*,77) € I'?

Kex(F ) () =[O0+ @) [T+ ®). (23

zeyt yeY~

The special role of functions (2.2) is partially due to the fact that the right-
hand side of (2.3) coincides with the integrand functions of generating func-
tionals (Subsection 2.3 below).

Let now M| (T'?) be the set of all probability measures p on (I'?, B(I'?))
with finite local moments of all orders, i.e., for all n € N and all bounded
sets A € B(R?)

[ dutt ) Al nAR <o
T

and let Bpg(T'3) be the set of all bounded functions G' € Bys(T'2) such that

Glrs, (L, ) <N, () = 0

for some N*, N~ € Ny and for some bounded Borel sets AT, A~ C R?. Here,
for k € Ny and for bounded sets AT € B(RY), Fﬁ = {n el :|n =k}



Given a u € Mj, (I'?), the so-called correlation measure p,, corresponding to
p is a measure on (I'3, B(I'2)) defined for all G € By,s(T'2) by

/2 dpu(n™ ") G(n™,n) = /F dp(v",77) (KG) (vF,97). (2.4)

5

Note that under these assumptions K |G| is u-integrable, and thus (2.4) is
well-defined. In terms of correlation measures, this shows, in particular,
that Bys(I'3) € LY, p,). Actually, Bus(T'3) is dense in L'(I'Z, p,). More-
over, still by (2.4), on Bus(T5) the inequality [KG|zir2, < [IGllpirz,p,.
holds, allowing an extension of the K-transform to a bounded operator K :
LYTZ, p,) — LY(I'?, 1) in such a way that equality (2.4) still holds for any
G € LYT%p,). For the extended operator, the explicit form (2.1) still
holds, now p-a.e. In particular, for functions f*, f~ such that ey(fT, f7) €
LY(TZ, p,) equality (2.3) still holds, but only for g-a.a. (y*,77) € T’

Let us now consider two measures on R?, in general different, do* = p*dz,
both defined as above. The Lebesgue—Poisson product measure )\3_+7O_, =
Ao+ @ Ag— on (T3, B(T'2)) is the correlation measure corresponding to the
Poisson product measure 77, = 7o+ ® m,- on (I, B(I'?)). Observe that
a priori A2, __ is a measure defined on (I'g x T'g, B(I'y) ® B(I'g)) and 72, -
is a measure defined on (I' x I', B(I') ® B(I')). It can actually be shown
that T3 = (To x To) \ {(n,€) : nNE # 0} has full A2, -measure and
I? = (T xT)\{(,7) :yN7 # 0} has full 72, _-measure, cf. [6, 21].

It can also be shown that ex(f*,f~) € LP(I'5, A2, ) whenever f* €

LP(R4, 0F) for some p > 1, and, moreover,
||€)\(f+, f_)||ip([‘g’)\i+ o_) = eXp(”f_‘—Hip(Rd’ng) + ”f_HIZP(Rd’U*)»
In particular, for p = 1, one additionally has, for all f* € L'(R¢, o%),
[ e £t o)
1—‘0
—ew( [ de (F@f @)+ @ @) 29
R

In the sequel we set

2.2 2. 2
A= )\da:,dx? ™ = 7T-dac,d:z?'

' Throughout this work all LP-spaces, p > 1, consist of complex-valued functions.



2.3 Bogoliubov generating functionals

The notion of Bogoliubov generating functional corresponding to a probabil-
ity measure on (I', B(I')) [19] naturally extends to probability measures de-
fined on a multicomponent space (I'*, B(I'")). For simplicity, we just present
the extension for n = 2. Of course, a similar procedure is used for n > 2,
but with a more cumbersome notation.

Definition 2.1. Given a probability measure pn on (I'?, B(T'?)), the Bogoliubov
generating functional (shortly GF) B, corresponding to j is the functional
defined at each pair 6, 0~ of complez-valued B(R?)-measurable functions by

Buo*.6)i= [ dutytir) [T 1+ 0%@) [T (140 w)

r eyt yEY™

provided the right-hand side exists.

Clearly, for an arbitrary probability measure p, B, is always defined
at least at the pair (0,0). However, the whole domain of B, depends on
properties of the underlying measure p. For instance, probability measures
w for which the GF is well-defined on multiples of indicator functions 1, of
bounded Borel sets A, necessarily have finite local exponential moments, i.e.,

/ du(y*,7) e TOAHRTOA) 0 for all a > 0. (2.6)
12

The converse is also true. In fact, for all & > 0 and for all A described as
before we have that the left-hand side of (2.6) is equal to

/ du(yt, ) H e = B (e — 1)1a, (e* — 1)1,) < o0.
T2

xEyTUy~

According to the previous subsection, this implies that to such a measure u
one may associate the correlation measure p,, leading to a description of the
functional B,, in terms of the measure p,,:

Bu(0%,67) = [ dulyir) (Kea(®'.07)) (27 7)
r
= /F2 dpu(n™,m7)ex(0%,075n,n7),
0
or in terms of the so-called correlation function

dp
b= axe

8



corresponding to the measure p, provided p, is absolutely continuous with
respect to the product measure \?:

BM*,@‘):/ ANt ) ex(0F, 07t ) ku(nt n 7). (2.7)

I

Throughout this work we will consider GF which are entire on the whole
LY(RY, dz) x LY(R?, dz) space with the norm

10,07 ML =10"h + 167
Here and below we use the notation
o= 16lls,  6€ L= L'(RY, do).

We recall that a functional A : L' x L' — C is entire on L' x L' whenever
A is locally bounded and for all 65, 6* € L' the mapping

C*> (2%, 27) = A0 + 207,60, +27607) e C

is entire [20], which is equivalent to entireness on L' of A on each component.
Thus, at each pair 05,6, € L', every entire functional A on L! x L' has a
representation in terms of its Taylor expansion,

AOF + 2707605 +2707)

& +\n/,—\m
=SS EVE oz g 00,
nlm! —
n times m times

n,m=0

z* € C, 6* € L'. Extending the kernel theorem [19, Theorem 5] to the
two-component case, each differential d™™ A(6],6;;-) is then defined by a
kernel 0™ A(0F, 0y ;) € L=((R?)™ x (R?)™), which is symmetric in the first
n coordinates and in the last m coordinates. More precisely,

d™™ A, 0501, ...,05.67,...,607)

yYn Y m

an—i-m n m
= Al 67 + O 0y + S0
0z .02+ 021 .0z, ( 0 ZZ’ 70 ZZJ o T
=1 ]:]_ 2] =...=2p =2, e =2Zm
:/ dxy...dx,dy; ... dy,
(Rd)nX(Rd)m

X 60 AT, 0551, Tyt y) [ 05 () T 05 (),



for all ) ,....,01,0,,....0 € L', n,m € N. Moreover, the operator norm of

the bounded (n +m)-linear functional (on L! x L') d™™ A(0F, 6y ;) is equal
to

6™ A 05 M| e ety e retymy

n—+m
< n!m! <E> sup |A(O5 +67,0, +07)],

r [6%] <r

for all » > 0.

For the cases where either n = 0 or m = 0, the entireness property on L'
of each pair of functionals A(-,0,), A(f;,-) implies by a direct application
of [19, Theorem 5] that the corresponding differentials are defined by a sym-
metric kernel §"A(07,0y;-,0) € L=(RY)"), 6™ A(0F,0,;0,-) € L®((RH™),
respectively, and for each » > 0 one has

164G 655 0) e < - sup A + 67,65,
[o+<r
1

1646050550, )|, <~ sup |4, 65 +6°)
[=lh<r

and, for n,m > 2,

16" A7, 053 0)|| e iy, < 1! (5) sup A6 + 67,671,
((RH)™)

r 0+ <r
17 A6 050 o ey < ! (5) sup [A@, 65 +07)]

All these considerations hold, in particular, for A being an entire GF
B, on L' x L' corresponding to some probability measure p on I'* which
is locally absolutely continuous with respect to 72, that is, for all disjoint
bounded Borel sets AT, A~ C R the image measure y o Pﬁ, A— of p under
the projection pp+ A~ (7",77) := (y"NAT,y"NA™) € Tp+ xT'5- is absolutely
continuous with respect to the product of image measures (wop, 1) x (rop,!),
pax(7F) := = NA*. In this case, the correlation function k, exists and it is
given for A\*-a.a. (n™,n7) € ' by

ku(n",n7) = 6™ B, (0,0:n%,n7),
k#(nJrv @> = 5nB#(07 0; 77+7 (Z))v
kﬂ(@, 77_) = 5mBM(O7 Oa @777_)7

10



for |[n*| = n, [n7| = m, n,m € N [19, Proposition 9]. As a consequence,
similarly to [19, Proposition 11] one finds

5(In+\7|n*|)Bu(9+’ 0 :nt.n7)

= [T RET U U a8 07567 E) (29
0

for A-a.a. (n™,n7) € T'Z, which gives an alternative description of the ker-

nels 5(’“"””‘)3”(96r ,0y5+), n,m € Ny. Moreover, the previous estimates for

the norms of the kernels lead to the so-called Ruelle generalized bound [19,

Proposition 16|, that is, for any 0 < e < 1 and any r > 0 there is a constant

C > 0 depending on r such that

_ o 1—e e ImtlHnT B
k(i n) < C (It |Y) (;) . MN—aa. (nt,n7) eTp.

Similarly to the one-component case [19, Proposition 23], the latter motivates
for each a > 0 the definition of the Banach space &, of all entire functionals
B on L' x L' such that

1Bl = sup (|B(e*,67)[e (P17 < o, (2.9)

0t 0—elLl

Observe that this class of Banach spaces has the property that, for each
ap > 0, the family {&, : 0 < o <} is a scale of Banach spaces, that is,

Ear S €y | Mlar < I Ml

for any pair o/, o’ such that 0 < o/ < o” < ay.
Of course these considerations hold, more generally, for any entire func-
tional B on L' x L' of the form

B(9+,9)=/ AN (' n ) ex(0%,0 0 0 )k(nt,n7),  k:T§ — [0,+00).
g

3 The Widom—Rowlinson model

The dynamical Widom—Rowlinson model is an example of a birth-and-death
model of two different particle types, let us say + and —, where, at each
random moment of time, + and — particles randomly disappear according
to a death rate identically equal to m > 0, while new 4 particles randomly
appear according to a birth rate which only depends on the configuration of
the whole F-system at that time. The influence of the +-system of particles

11



is none in this process. More precisely, let ¢ : R? — R U {400} be a pair
potential, that is, a B(R?)-measurable function such that ¢(—z) = ¢(x) € R
for all z € R?\ {0}, which we will assume to be non-negative and integrable.
Given a configuration (y*,v~) € I'?, the birth rate of a new + particle at a
site z € RY\ (ytUy™) is given by exp(—FE(x,v7)), where E(z,v~) is a relative
energy of interaction between a particle located at x and the configuration
~~ defined by

E(z,y):= Y ¢z —y) €[0,+00].
yer~
Similarly, the birth rate of a new — particle at a site y € R?\ (yF U~v7) is
given by exp(—FE(y,7)).
Informally, the behavior of such an infinite particle system is described
by a pre-generator?

(LE)v vy ) =m Y (F(y"\z,v) = F(v".v"))

xevyt

+m Y (FO vy \y) = F(v",77))

yey™

+ z/ dx e ") (F(yr Ua,y™) = F(vh,77))
Rd

+ Z/ dy e B0 (F(yt, v~ Uy) — F(v*, 7)),
]Rd

where z > 0 is an activity parameter. Of course, the previous expression will
be well-defined under proper conditions on the function F' [12].

In applications, properties of the time evolution of an infinite particle
system, like the described one, in terms of states, that is, probability measures
on I'?, are a subject of interest. Informally, such a time evolution is given by
the so-called Fokker—Planck equation

dp .
d_tt = L u, Htjt=0 = Ho, (3.1)

where L* is the dual operator of L. As explained in [12], technically the
use of definition (2.4) allows an alternative approach to the study of (3.1)
through the corresponding correlation functions k; := k,,, ¢ > 0, provided
they exist. This leads to the Cauchy problem

0

o7k = L'k, ko = Ko,

2Here and below, for simplicity of notation, we have just written z, y instead of {x},
{y}, respectively.

Mt

12



where ko is the correlation function corresponding to the initial distribution
po of the system and L* is the dual operator of L := K~!LK in the sense

/2 ANt n7) (LG k(0™ )
FO
= [ ) G TRt (652
1—‘0
To define L and L* with a full rigor, see [12].
Now we would like to rewrite the dynamics (3.1) in terms of the GF B,

corresponding to p;. Through the representation (2.7), this can be done,
informally, by

o
§3t<9 70)_/1%

z/ AN (" ) ex(0F, 070 ) (Lo ke) (0,07
T

2
0

- / AN (7 n7) (Lex (0%, 07)) (o 7 ) ke(n™ ),

2
0

dAQ(n*n‘)ex(0+,9‘;77*777‘)(%@(77*,77‘)) (3.3)

for all 6+ € L'. In other words, given the operator L defined at
BOT.07)i= [ ) en(®. 0 o G )
3
for some k : T2 — [0, +00), by
(LB)(67,67) := /F2 ANt n7) (Lex(0F,07)) (7 k()
0

one has that the GF By, t > 0 are a (pointwise) solution to the equation

=t IB,.
ot !

We will find now an explicit expression for the operator L. The fact that
the expression is well-defined will follow from Proposition 3.2 below.

Proposition 3.1. For all 6* € L', we have
(LB)(6",67)
=— / dx 6’+(x)(m53(9+,9_;x,®) — ZB(9+79—6—¢(1—~) 4ol 1))
Rd

- / dy 0~ (y)(mdB(OF,07;0,y) — 2B(0Te V) + e7?7) —1,67)).
R4

13



Proof. As shown in [12, Sections 3 and 5],
(L&)(n* )
=—m(In" [+ [)Gn*n7)
2y / dr G(nT U, & )e P ey (e7?7) — 17\ €7)

§-Cn~

+2 ) / dy G(Er ™ Uy)e P0e, (e70™) — 1\ £1),

£rCnt
and thus, for G = e, (67,07), 6* € L,
(Lea(0,07) (" n7) = —m (In"| + 07 [) ex(0*, 07507, 7)
2 /Rd dr 0 (z)ex (07,07 ") 4 e~ — Lt g7)

: / dy 0~ (y)ex(0Fe V™) e — 167007,
R4
where we have used the equality shown in [18, Proposition 5.10],

S ea(O®,65)e FE e, (e ) - 1R )

gCn®
= ey (fFe @) p e 1 ),

In this way,
(LB)(6%,67)
_ / AN ) (a0, 67) (o )k(n )

- m/ﬁ dN* (07 (Int) +1{n7]) ex(0t, 070t )k(nt,n7)
z/ dz 07 (x)B(6,0 e @) 4 e7?l@) )
Rd

z/ dy 0~ (y)B(OF e ?W=) £ 72— _1.97)
R4

14



with
/F2 dXN*(n" ) (Int )+ |) ea(0F, 070" 0 ) k(n™,n7)
= [ ) Y @@ o) [ a e k)
+ [ o) X0 @eo o \w) [ e G,

which, by (2.8), is equal to

/0*(@58(0*,9;1‘,@)4—/ 0~ (y)dB(6T,07;0,y).
Rd Rd
Il Il

Proposition 3.2. Let 0 < o < ag be given. If B € E,n for some o € (a, o),
then LB € &, for all o/ > 0 such that « < o/ < ", and we have

2a Il
||LB||a < —Oa (m—i—zozoeTl*l)HBHau.

In order to prove this result as well as other forthcoming ones the next
two lemmata show to be useful. They extend to the two-component case
lemmata 3.3 and 3.4 shown in [11].

Lemma 3.3. Given an o > 0, for all B € &, let
(LEB)O".07) = [ w0t (@)5B(O",0750,0),
R4
(L B)O"67) = [ dyo )SBI6".070y), 05 L
R4

Then, for all o < «, we have LB € &y and, moreover, the following
estimate of norms holds:

HL§3Ha’ <

e
— [|Bl|a-

«
Proof. First we observe that, by Subsection 2.3, LT B are entire functionals

on L' x L' and, moreover, for all r > 0 and all §* € L',

(LgB)(OF,07) <107 [[0BOF, 073, 0)|[ Lo g

||9+||1 + + -
<— sup |B(9 + 6,0 )|,

"leghsr
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where, for all 6 € L' such that |0, <,
|B6" +65.67)] < [[Bllaen 1,
Hence,

_ 1 p+ - _
||L(‘)FB||O/ zeiu% (6 (0t h+o I1)|(L3'B)(9+,9 )|>
€

T

<% qup (D@0, 5],
T gxct

where the latter supremum is finite if and only if é — é > 0. In such a

situation, the use of the inequalities ze "# %) < g™ < i, z,y>0,n>0
leads for each r > 0 to
z /

ex Qo
1L Bllar < —

— || Bla-
o e(a—o/)” |

Analogously to [11, Lemma 3.3], the required estimate of norms follows by
minimizing the expression %e(fﬁ;')

applied to Ly B completes the proof. O O

in the parameter r. Similar arguments

Lemma 3.4. Let o, : RE xR — R be such that, for a.a. w € RY, p(w,-) €
L> = L®(RY), ¢(w,-) € L' and |p(w, )|z~ < co, [(w, )i < e1 for some
constants co,c; > 0 independent of w. For each o« > 0 and all B € &,,
consider

LEB)O"67) = [ Ao (@B olz )0 + Ul )

R4
LiB)6"07) = [ dy6 Bloy. )8 + vl ) 67), 0% €L
R
Then, for all o/ > 0 such that coa’ < o, we have L¥B € £y and

ad’ o
1Ly Bllar < 04—0/60} 1Bl (3.5)

Proof. As before, the entireness property of L B and L] B on L' x L' follows
from Subsection 2.3. In this way, given a B € &,, for all #* € L' one has

1

|B(0+7 90(17’ )0_ + ¢($, ))| S “BHa ea(|9+|1+00|9_|1+C1)’
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which implies

I8l < sup (00 [ o 04 0)BO" oo + 0o )
6+eL? Rd
< H Bl sup (e Aol g, ).
el

Concerning the latter supremum, observe that it is finite provided é — i >0
and 5 — 2 > (. In this case, the use of the inequality xe™™*~™m2¥ < ge™™,
x,y > 0, my, mg > 0 allows us to proceed by arguments similar to those used
in the previous lemma. A similar proof yields the estimate of norms (3.5) for

L; B. 0 0

Proof of Proposition 3.2. In Lemma 3.4 replace ¢ by e=? and ) by e ¢ — 1.
Due to the positiveness and integrability properties of ¢ one has e™® < 1
and [e™® — 1] =1 —e® < ¢ € L', ensuring the conditions to apply Lemma
3.4. This combined with an application of Lemma 3.3 leads to the required
estimate of norms. m ]

As a consequence of Proposition 3.2, one may state the next existence
and uniqueness result. Its proof follows as a particular application of an
Ovsjannikov-type result in a scale of Banach spaces {&€, : 0 < a < ap}, ag >
0, defined in Subsection 2.3. For convenience of the reader, this statement is
recalled in Appendix below (Theorem A.1).

Theorem 3.5. Given an ag > 0, let By € &,,. For each a € (0, ag) there is
a'l' >0, that is,

-1
T = (Qeao (m + zozoelﬂ_1>> (g — @),

such that there is a unique solution By, t € [0,T), to the initial value problem

oB; ~
a_tt = LBy, Byy—g = By in the space &,.

4 Lebowitz—Penrose-type scaling

In the lattice case, one of the basic questions in the theory of Ising models
with long range interactions is the investigation of the behavior of the system
as the range of the interaction increases to infinity, see e.g. [16, 24]. In this
section we extend this investigation to a continuous particle system, namely,
to the Widom—-Rowlinson model.
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By analogy with the lattice case, the starting point is the scale transfor-
mation ¢ — e?¢(e-), € > 0, of the operator L, that is?,

(LF)(y Ty ) i=m Y (F(y \a,y) = F(vh 7))
+m Y (F(y v \y) = F(yH )

yeY™

+ z/ dy e~ EEwerT) (F(7+ Uz,v ) - F(t, 7_))
]R’i
/d dye =) (F(yh 4~ Uy) = F(vh,77)) .
R

As explained before, in terms of correlation functions this yields an initial
value problem

9 ]
SO =Lk, KD = . (4.1)
for a proper scaled /{:O initial correlation function, which corresponds to a
compressed initial particle system. More precisely, we consider the following
mapping

(Sck)(n™n™) =k(en",en”), €>0,

and we Choose a singular initial correlation function k((f) such that its renor-

malization ko ren 1= sz1k((f) converges pointwisely as € tends to zero to a
function which is independent of €. This leads then to a renormalized ver-
sion of the initial value problem (4.1),

a € * g 1> €
at k:fg ren = Le’;‘ renké ren’ klg,r)en‘t 0 = k:(() ren’ (42)
with L2, = S.1L2S., of. [7]. Clearly,

K1t ) = (S kYt ) = K (et e ),

provided solutions to (4.1) and to (4.2) exist.
In terms of GF, this scheme yields

BE)L.(67,67) 12/ ANt ) ex(8F,6 0t kL (nt )
g

3Here and below, for simplicity of notation, we have just written ey*, instead of {ex :
x € v}, In the sequel, we also will use the notation e ~'n* for the set {¢ "'z : 2 € nT}.
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leading, as in (3.3), to the initial value problem

9p@ _T.mB9 B9 _pe

ot t,ren t,ren’ tren|¢=0 0,ren

(4.3)
with

LenaB)O"07) = [ A 07) (Bermneal6707)) k),

Here, by a dual relation like the one in (3.2), Es’ren = S;"EES:,l with

(SEG)(nt,n7) =M HDG (7t ey (4.4)
(S2G) () =X DG eyt en). (4.5)

In the sequel we fix the notation

—elo(x) _ 1
¢5<I> = GT, x € Rd, e >0. (46)

Proposition 4.1. For all ¢ > 0 and all 6% € L*, we have

(Lexen B)(07,07)
=— /]Rd dz 67 (x) <m53(9+, 0=;x,0) — 2B <9+7 0-e "¢ 4 Ye(r — )))

_ /Rd dy 0~ (y) (mOB(O*,0730,y) — 2B (6% 0 4y —),07)).

Proof. Similarly to the proof of Proposition 3.1, one obtains the following
explicit form for L. == K7'L.K,

(LG)(n™\n7) (4.7)
=—m(n"[+ ") Gn",n")

+z Z / den Ux, & ) —e¢ (Ew,sif)e/\(e—s%(s(xf-))_1’77,\€,)

§-Cn~

w2 30 [ dyGleT Uy e e () -6,

ErCyt

Therefore, for any 0 € L', it follows from (4.4) and (4.7)

(Lerener(07,07)) (" ) = =W DS ey (07,07)) (7't e )
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with

(LSZrex(8,67)) (e ™,e ™)
e ]) (SEaea(8F,67) (et e i)
. /dm(S:_leA(QJ“,@_)) (') Uz &)

= (|

x e S ElEnsT)e, (6’5%(5(“')) —1,(e7'7) \57)

+ 2z Z /Rd dy (SEex(0%,67)) (£F, (e ') Uy)

EXCeInt

o e_adE(sy’6£+)€)\ <e—€d¢(6(y—')) _ 1, (5_177+) \ §+> ,

%] = |n*|. Moreover, for a generic function G one has

Y. GO => G(eY),

ECe~1p £Cn

where [e71n

allowing us to rewrite the latter equality as
(LeSaex(07,07) (™t e 'n)
=—m(|n*+ [n~[)(Sex(0F,607)) (7' e 7)
23 / 0z (S7ren(6%,07)) (') U, e €7
R4

§Cn~

% €7EdE(€x’£_)€)\ (efz-:dd)(exf-) . 17 777 \£7>

+ ZZ /Rd dy (Siiex(67,607)) (e7'¢T, (e ') Uy)

£rcnt
x e Byt e, (6—6%(6?;—') —1,7%\ £+) _
As a result, since by (4.5)

(Szrea(™.67)) (7t ™ e ) = ey (%, 677 p7),
(S*iex(07,07)) ((5_177+) Uz, 6_15_) :gd(|n+|+|£*|+1)e/\(9+7 0 ;n" Uex, &),
(S en(*,07) (€%, (=) U y) =0 =0, (0% g1 %~ U ey),

a change of variables, ex — wy, €y — wy, followed by an application of
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equality (3.4) lead at the end to

(Lexener(07,67))(*,m7)
= —m(|gt| + [~ Dea(8F, 070t 07)

+ z/ dx 0% (z)ey <9+, e =" Ye( =)™, 71_>
R4

+ z/ dy 6~ (y)ex <9+e*€d¢(y") + . (y—),075nT, 77*> :
]Rd

where 1. is the function defined in (4.6).
Similar arguments used to prove Proposition 3.1 then yield the required
expression for the operator Ly yen. O O

Remark 4.2. The proof of Proposition 4.1 yields an explicit form for the
operator L yen. One can show that the mesoscopic scaling in the sense of
Viasov, cf. [7, 8], gives the same expression for the corresponding operator
Le,ren-

Proposition 4.3. (i) If B € &, for some a > 0, then, for all 6* € L1,
(LerenB)(07,07) converges as € tends to zero to

(LepB)(07F,67)
= — /Rd dz 0% (x) (mdB(0",07;2,0) — zB(07,6~ — ¢(z — -)))

- /d dyei(y) (m(sB(6+7077 (Z),y) - ZB(GJF - ¢(y - )707)) :
R
Q’i) Let ag > o > 0 be given. If B € &y for some o € (o, g, then
LerenB,LipB € &y for all o/ > 0 such that o« < o/ < o". Moreover,

20&0

o' — o

|¢7|1 —1

(m‘i‘ZOéOeT >”BHQII’

L4 Bllar <

where Z# denotes either Ee,ren or sz.

Proof. (i) Given a 6 € L', observe that for a.a. w € R? one clearly has
lim (ee—ff%(w—') 4w — -)) —0— ¢(w—)in L.

Hence, due to the continuity of the functionals B(6",-) and B(-,67) in L*
(both are even entire on L') the following limits hold a.e.

li{IéB(@*, === 4 o (z — ~)) = B(0",07 — ¢z — ),

lim B0 o (y —),67) = B0~ oly —-).67),

(4.8)
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showing the pointwise convergence of the integrand functions which appear in
the definition of (L..enB)(0F,07) and (LypB)(6T,67). Moreover, since the
absolute value of both expressions appearing in the left-hand side of (4.8)
are bounded, for all € > 0, by

1 _
1Bl esp( 5 (741671 + k) ),

an application of the Lebesgue dominated convergence theorem leads then
to the required limit.

(i) Both estimates of norms follow as a particular application of Lemmata
3.3 and 3.4. For the case of Z&renB, by replacing in Lemma 3.4 ¢ by e=? and
¥ by 1., defined in (4.6), for the case of L;pB, by replacing in Lemma 3.4 ¢
by the function identically equal to 1 and 1 by —¢. Due to the positiveness
and integrability assumptions on ¢ the proof follows similarly to the proof of
Proposition 3.2. 0 [

Proposition 4.3 (ii) prov1des similar estimate of norms for [4E ren, e >0,
and the limiting mapping Ly p, namely, || LesenBllars | LrpBllar < =2 || B]|ar,

0<a<d <a <ay, with

— o —a!

I]
M =2y (m + zage%’l) i

€ Sao, e > 0, it follows from Theorem

A.1 that for each a € (0,9) and 0 = —7 there is a unique solution Bt(r)en :

[0,6(cvg — @) = &4, € > 0, to each imtlal value problem (4.3) and a unique
solution B; p : [0,0(ap — ) = &, to the initial value problem

0

&Bt 1p = LrpBirp, BiLp,_o = Bo.Lp- (4.9)

That is, independent of the initial value problem under consideration, the
solutions obtained are defined on the same time-interval and with values in
the same Banach space. Therefore, it is natural to analyze under which
conditions the solutions to (4.3) converge to the solution to (4.9). These
conditions are stated in Theorem 4.5 below and they follow from the next

result and a particular application of [11, Theorem 4.3], recalled in Appendix
below (Theorem A.2).

Proposition 4.4. Assume that 0 < ¢ € L' N L*>® and let o > o > 0 be
given. Then, for all B € E,r, " € (a, ap), the following estimate holds

Therefore, given any BO7LP,B(§?€H

3
= = d 12l Qp O[O
| LegenB — LipBllar < 26%([¢]| 1€ @ <a// ——loh + (@ — a/)26> [1Bl]ar,
for all o/ such that o < o < " and all € > 0.
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Proof. Since

(LewenB)(6*,67) — (LLrB)(67.67)|

Sz/ddx 07 ()|
x ‘B(et 6 =" ) 4o (z — .)) —B (0,07 —¢(x — .))\ (4.10)

+ z/ dy ‘0’(y)|

R4

X B(me*f%w*') +e(y — ), 9*) —B (0" —d(y —-), 9*)( L (411)

first we will estimate (4.10). For this purpose, given any 61,607,605 € L',
let us consider the function Cp o- - (t) = B (6F,t0; + (1 —1)6;), t € [0,1].
Hence

0
&CW',H;,O; (t) = %Cﬁe;,e; (t+s) o
0 _ _ -
= [y (6 (5) 05 ) SB(O% 65 + 167 — 6,:0.9),
R

which leads to

[BO%07) = BO".0)] = |Cor 5 ;1) = Cpear 5 0]

< max |y 107(0) 05 ()] 5500 05 + 107 = 0;):0.)]

RIS

<10y = 0y s max [|6B(0F, 0, + (07 — 05);0, )| 1=,
t€(0,1]

where, by similar arguments used to prove Lemma 3.3,

|6B(0F, 05 + (67 — 05):0,)]| .
+ — - _ —
S% exp ("0 |1 + |02 + t(gl 02 )"1> ||B||a”‘

a//

As a result

lo+

|1+1 — —
S oty + (1~ s
<ty 1B e (P ,
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for all 07,60, € L'. In particular, this shows that

B (67,07 g =) = B (97,07 — 6w~ )|

|9 I1
<e H<b||Loo (1071 + 16h) || Bllar
1
R eXp( (1071 +leh) + (1 =) (17| + |!¢|!1)))

g _ _
= JWJHL% (1671 + 18]y exp (J (6% + 16" + loh) + 1) | B|ar,

where we have used the inequalities

d

07e="9@=) — 97, < &2]| 1 67,
[e(z — ) + ¢z — )i < &)@l 2~ |6,
607 =) oy (x — )y < [67] + |0

Of course, a similar approach may also be used to estimate (4.11). In this
case, given any 0;,605,0~ € L' and the function defined by Cot gt o-(t) =
B (t0f + (1 —1t)65,67), t € [0,1], similar arguments lead to

‘B(We‘gd“’(y") +1(y—1),07) =B (0" — oy — ), 9‘)’
d

< = ol (18 + Il )exp( (161 + 16T + 16h) + ) 1Bl

As a result, from the estimates derived for (4.10) and for (4.11) one ob-
tains

||Ze,renB - ZLP-BHO/

o 2 +1
<2125 ol | Bl
_ 1
< sw (B lew (= (5 - )@+ 1))
0*ell «
mﬂ
e ) el Bl

« {p (e (= (4 = L)+ ))
+ s (e (< (5 - 1)@+ ) ) |
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5 and ze ") < ge® < L for .,y >0, n > 0. O O
e“n en

and the proof follows using the inequalities xye (@) = (ze™"%)(ye ™) <

Theorem 4.5. Given an 0 < o < «y, let Bgi)en, Birp, t €10,T), be the local
solutions in €, to the initial value problems (4.3), (4.9) with B(()?QH,BQLP €
Eap- If0 < ¢ € L' N L™ and lime ||B(()igen — Bo.zp|lag = 0, then, for each
te[0,7),

e _

lim || B Birplla = 0.

t,ren

Proof. This result follows as a consequence of Proposition 4.4 and a particular
application of Theorem A.2 for p = 2 and

Il g
N = 22020 e e faloh, 2.

[l [l

A purpose of considering a mesoscopic limit of a given interacting particle
system is to derive a kinetic equation which in a closed form describes a
reduced system in such a way that it reflects some properties of the initial
one. To do this one should prove that the derived limiting time evolution
satisfies the so-called chaos propagation principle. Namely, if one considers as

an initial distribution a Poisson product measure 72 =

pa—dxvpo_dx - ﬂ-pa'dx ® ﬂ-padfc’

p(jf > 0, then, at each moment of time ¢ > 0, the distribution must be
Poissonian as well. Observe that due to (2.7) and (2.5), the GF corresponding
to a Poisson product measure has an exponential form. This leads to the
choice of an initial GF in (4.9).

Theorem 4.6. If the initial condition By p in (4.9) is of the type

Bo,rp(07,07) = exp </Rd dz pg ()07 () + /Rd dypo(y)9(y)) , Fel

for some pg,pg € L™ such that ||p||r~ < aio, then the functional defined
for all 6% € L' by

Buup(67,67) = exp < /R o g ()0 (2) + /

Rd

dypt<y>e<y>) (112)

solves the initial value problem (4.9) for t € [0,T), provided p;, p; are clas-
sical solutions to the system of equations

0 _
ap?‘ — —mp;_ -+ Ze—(Pt *d’)’
t€0,7),z € RY, (4.13)
0
apt_ — —mpt_ —+ Zef(f’:*(i’)’
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such that, for eacht € [0,T), pf,p; € L™ and ||p;||~ < 1. Here x denotes
the usual convolution of functions,

i+ 0)) = [ dyote—g)pt(y), xRS
R
Proof. Let By pp be given by (4.12). Then, for any 6,6 € L' one has

0
EBt,LP(éH_ + ZGT, 0_)

— Byp(6%.07) / dzpt (2)67 (2),

meaning 6By 1p (07,07 ;2,0) = By 1p(07,07)p (x). In a similar way one can
show that 6B, p(07,07;0,y) = B,rp(0%,07)p; (y). Hence, for all 6* € L,

(ELPBt,LP) 0r,07)
— Busr(0".67) [ da6* (@) (mpf (0) = zexp (~(o7 *0)(@)))

R4

= Bur07.67) [ dyo () (mo; () = zexp (=0 )
That is, if pf° are classic solutions to (4.13), then the right-hand side of the
latter equality is equal to

Buar @05 { [ deot @)+ [ duor )} = 5 Buar(e.6).

This proves that B; p, given by (4.12), solves equation (4.9). If, in addition,
pi € L™ with [|pf || < 1, then one concludes from (2.9) that B, rp € &,
(the entireness of By p is clear by its definition (4.12)). The uniqueness of
the solution to (4.9) completes the proof. O O

Observe that the statement of Theorem 4.6 does not consider any posi-
tiveness assumption on pi-. However, having in mind the propagation of the
chaos property, we are mostly interested in positive solutions to the system
(4.13). The next theorem states conditions for the existence and uniqueness
of such solutions.

Theorem 4.7. Let 0 < pi € L=(R?) be given and let co > 0 be such that
|pE e < co. Set ¢ = max{co, = }. Then there exists a solution to (4.13)
such that 0 < ,0?: e L>® t>0, and

|pi||e < ¢, t>0. (4.14)

Such a solution is the unique non-negative solution to (4.13) which fulfills
(4.14).
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Proof. For T' > 0 fixed, let us consider the Banach space L>° x L* with the
norm
W™, v ) oo = llo " [lzoe + [[07 ||z

and the Banach space of all L> x L*-valued continuous functions on [0, 77,
Xp = C([0,T] = L® x L™,

with the norm defined for all v € X7, v : [0,T] 2 t — v, = (v;7,0;) €
L> x L* by
Joll 5= a0 ) e

Let X be the cone of all elements v € Xp such that, for all ¢t € [0,7],
vE(z) > 0 for a.a. x € R% For an arbitrary ¢ > 0, we denote by B;C the
intersection of the cone X} with the closed ball By, := {v € X7 : |jv||r <
2¢}.

Given a 0 < p3 € L®(R?) such that ||pT||z~ < ¢ for some ¢y > 0, let
® be the mapping which assigns, for each v = (vF,07) € B;C, the solution
u:= (u",u”) to the system of linear non-homogeneous equations

0 _
auf(x) = —muj (z) + ze~ e *)@)
t€[0,7], a.a. x € RY, (4.15)
a - - — U+* X
pral (z) = —mu; (x) + ze~ =A@

for the initial conditions Uiﬂt:o = p&. That is, u = v := ((dv)*, (Pv)7).
Actually, straightforwardly calculations show that, for each v = (vF,v7) €
B, v = ((Pv)*, (Pv)") is explicitly given for all t € [0, 7] and a.a. z € R?
by

t
(@U)ti(x) = e_mtpg(x) + z/ ds e~ ™(t=5) o= (v x0)(2) > 0.
0

Moreover, by the positiveness assumptions on v* and ¢, one finds

t
n@wﬂms%f”w/d“%“”mmW%%HwWUSQte&ﬂ,
0

where ¢ := max{co, =}, showing that ®v € By, for allv € Bf,.
For all v,w € By, and all ¢ € [0, T one has

1(@v)e = (Pw)tlloc = (D) = (Pw)[[Loe + [(Pv); — (Pw)y [l
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with

(0T )@) _ —(wT9)(@)

(@0 (@) = (@u)i ()] <= | " dsem9

1 . efmt

< 2gly sup [lof — wil|lpe ———,
s€[0,t] m

where in the latter inequality we have used the inequalities |[e™® — e7?| <
la —b], a,b >0 and || f * gllz~ < |flillgllz=, f € L', g € L*®. Therefore, for
any t € (0,77,

1(@v); — (Pw); ||z < 2l¢hT sup ||vF — wT]l e,
s€[0,7T
and thus
[Pv — w|p < 2L T||v — wl|7.

As a consequence, the mapping ® is a contraction on the metric space B;c

whenever T < In such a situation, there is a unique fixed point p =

1
2l¢l
(pT,p7) € B;QC, i.e., ®p = p, which leads to a unique solution to the system
of equations (4.13) on the interval [0, 7.

Now let us consider (4.13), (4.15) on the time interval [T, 27] with the
initial condition given by pr. By the previous construction, |pE|z~ < c.
One can then repeat the above arguments in the same metric space B;C,

because max{c, =2} = ¢ and, for any t € [T, 277,
t _ ,—m(t-T)
/ ds e ms) = 16— <t-T<T.
T m

This argument iterated for the intervals [27', 3T, [3T, 4T, etc, yields at the
end the complete proof of the required result. O O

5 Equilibrium: multi-phases and stability

In this section we realize the analysis of the system of kinetic equations (4.13)
in the space-homogeneous case. More precisely, we consider the stationary
system corresponding to the space-homogeneous version of (4.13),

—mp’ —Bry =)
mpt_—kze | , (5.1)
—mp; + ze PP =0,
where
g = dzx ¢(x) > 0.
Rd
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Observe that for ¥ = Bp, a = iﬁ > () one obtains the following system
m
ae”" =rt
e (5.2)
ae”" =r

and thus

r¥ = aexp (—a exp (—ri)) :

Proposition 5.1. Given an a > 0, let f be the function defined on [0, +o0[

by
f(z) =aexp(—aexp(—z)) —x, x>0.

If a < e, then there is a unique positive root xog of f. Moreover, ry =
aexp (—xzg). If a > e, then there are three and only three positive roots
r1 < Ty < x3 of f. Moreover, r1 = aexp(—x3), To = aexp(—x3), T3 =
aexp (—z1) and

0 <x; < aexp (—%) : (5.3)
a >x3 > aexp (—a exp (—g)) . (5.4)

Proof. First of all, let us observe that if f (z) = 0, then aexp (—z) = —In%
which means that In £ < 0 and thus

x < a. (5.5)

Furthermore, —In £ is also a root of f:

f (—ln £> = aexp (—aexp <ln E)) +1nE =aexp(—z)+ =0
a a a a
Let us consider

f'(z) = a*exp (—aexp (—x)) exp (—x) — 1.

xT

Using the well-known inequality te=* < e™!, ¢ > 0, with t = ae™®, z > 0, we

obtain

/ a

Therefore, if a < e, f is a strictly decreasing function on [0, +00). For
a = e, we have f'(z) < 0 for all x > 0 with f'(z) = 0 only for x = 1.
Independently of the case under consideration, in addition, one has f(0) =
ae”® > 0 and lim,,, f(z) = —oo, which implies that f has only one
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positive root xg. Due to the initial considerations, then g = —In %2, that is,
xo = aexp (—xp).
Let now a > e. Since f'(x) = 0 implies

—aexp (—z) —z = —Ina?
let us consider the following auxiliary function
g(z)=x+aexp(—z)—2Ina, x>0,
which allows to rewrite [ as
f'(z) = a’exp (g (x) = 2Ina) — 1 = exp (—g () — 1.
Concerning the function ¢,
g (x)=1-aexp(-x), =>0,

one has ¢’ (z) = 0 only for = Ina. For > Ina we have ¢’ (z) > 0, meaning
that g is increasing on [lna,+00). Since the sign of the ¢’ is the same in
whole the interval [0,Ina), in particular, it coincides with the sign of ¢’ (0) =
1 —a < 0. Thus, g is strictly decreasing on [0,Ina). As a result, on [0, +00)
the function g has a unique minimum. Moreover, lim, . ., g () = +00,

g(Ina) =Ina+1—-2mna=1—1Ina <0,

and ¢ (0) = a — 2Ina > 0, which follows from the fact that for the function
h(t) =t—2Int one has b/ (t) =1—2 =22 >0, t > ¢, and thus h(a) >
h(e) = e —2 > 0. Consequently, g has two positive roots, say yi, ¥,
0 < y1 < yo < 4oo. In terms of the function f, this implies that f/ > 0 on
(y1,y2) (where g < 0) and f* < 0 on [0, y;)U(ya, +00), meaning that y; is the
point of the minimum of the function f and ys is the point of the maximum
of f.

The number of positive roots of f depends on the sign of f (y;), 7 =1, 2.
Let us prove that

fy) <0< f(y2), (5.6)

which then implies that the function f has three and only three roots.
As g (y;) =0, j = 1,2, which implies that —aexp (—y;) = y; —2Ina, one
has

1., (1 s
fly;) =aexp(y; —2lna) —y; = aeyﬂ —y; =e% (a—yje yﬂ).
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Let us consider the function p (t) = = —te™*, ¢ > 0. Since p/ (t) = (t —1)e”*
this function has a minimum at the point ¢t = 1, p (1) = %—% < 0. Moreover,
p(0) =2 >0 and lim; o = 2 > 0. Therefore, this function has two roots,
0<t; <1<ty <+oo,and p < 0on (t1,t3), p > 0on [0,t1) U (ta, +00).

Thus, inequality (5.6) will follow from the inequality
t1 <y <t < yYo. (57)

In order to show (5.7), first we observe that t; < ¢, are the only roots of
p. However, for y; < y, one finds p(aexp (—y;)) = %f’(yj) =0,5=12
meaning that

aexp (—ya) =t <ty = aexp (=)

Hence, to prove the sequence of inequalities (5.7) is equivalent to show

t t
ehseselts e s e s> 2ol s 2
a a
or
1 2 1 t
aty,  a  aty  a’
Since ty > 1, the latter three inequalities hold if and only if
tity < 1. (58)

So we will prove (5.8). Since w(t) = te™" is a increasing function on [0, 1)
and to > 1 (% < 1), observe that to show (5.8) it is enough to prove

1

1 1
— exp ( ) > — =tyexp (—ta), (5.9)
to to

because due to the fact that p(t;) =0, j = 1,2, the right-hand side of (5.9)
is also equal to t; exp (—t;). Concerning (5.9), note also that it is equivalent
to

, 1 1
t5 <exp | ts — " < exp (2t —2Ina) < exp |ty — -
2 2

1
<— t2+t—<21na
2

< t5—(2Ina)t, +1<0. (5.10)

Clearly, the solutions to the inequality v(t) = t* — (2lna)t + 1 < 0 are

te(lna—+vhh’a—1,lna+ vIn’a—1 Slncev 1) =2(1 —Ilna) < 0 and

to > 1, inequality (5.10) holds if and only if
ty <Ina+VIn*a— 1. (5.11)
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In addition, because w(t) = te™' is a decreasing function for ¢ > 1 and

w(ts) = %, inequality (5.11) holds if and only if
w <lna + M) < w(ts)
<= <lna—i— \/m> exp (—lna — \/m> < é,
which is equivalent to
<1na—i— m> exp (— Ina — 1) <1
<:>lna+\/m<exp <\/1112617—1 :

Set
u(y)=e —y—+y*+1, y=>0.
We have
o (y) =e¥ — 1 — ———,
VRt
2 v
" vl y2+1 1
u” (y) =e¥ — 5 =e — ——,
y*+1 (y2 +1)2

with e > 1 and e 11)3 < 1. Therefore, u” > 0 and u” (y) = 0 only for y = 0,
y=+1)2

meaning that «’ is a increasing function. Hence, v’ (y) > «/(0) = 0 for all
y > 0. We have v’ (y) = 0 only for y = 0. Therefore, also u is increasing, and
thus u (y) > u (0) = 0 for all y > 0. In particular, for y = v/In*a — 1 > 0.

As result, for a > e there are three and only three positive roots of f, say
7, < Ty < 13.% By the considerations at the beginning, — In B —-In? <
—In %! are also positive roots of f. Hence,

T3 i) T

r1=—In—, ro=—In—, r3=—In—,
a a a

that is,
r3=aexp(—zy), Tz =aexp(—x), 1 =aexp(—x3).

To prove (5.3) and (5.4) we recall that ;1 < y; < Ina, where the latter
inequality follows from the fact that the function g is decreasing on [0, In a]
with g(lna) < 0 = g(y1). Therefore,

r3 =aexp(—z1) > aexp(—Ina) = 1.

40f course, 1 < y; < T3 < Yo < T3.
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Moreover, since w(t) = te™" is decreasing on [1, +oo[ and thus

1
f(l):anP<—g>—1=egexp(—g>—1<e__1:0’
e e e e

one may conclude that z; < 1 < x;. Hence, 23 = aexp (—x1) > ¢. Then,
finally,

0<x; =aexp(—x3) < aexp (_ﬂ)
e
and, by (5.5),
a
a>x3=aexp(—xy) > aexp (—aexp (——)) )
e
The statement is fully proven. O] O]

Theorem 5.2. Consider the space-homogeneous version of the system of
equations (4.13)

d

P =l 4 ze
tel0,7), (5.12)
d _ _ gt
TP = —mpy + e
where 3 = fRd dr ¢(x), a := i/B Let xg, x1, x9, x3 be the positive roots given

by Proposition 5.1. If a < 72 then there is a unique equilibrium solution
(%m, %x()) to (5.12). For a < e, this solution is a stable node, while for
a = e it is a saddle-node equilibrium point. If a > e, then there are three
and only three equilibrium solutions <%x1, %333), (%xQ, %@), (%333, %xl) to
(5.12). The second solution is a saddle point and the other two solutions are
stable nodes of (5.12).

Proof. First of all note that properties of stationary points of (5.12) are the
same as the corresponding properties for the system of equations

(5.13)

where 7 = Bpif and

T

P (z,y) = —mx 4+ mae Y, Q (z,y) = —my + mae™".
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Clearly, equilibrium points of (5.13) do not depend on m. They solve (5.2)
and can be obtained from Proposition 5.1.
To study the character of the equilibrium points of (5.13), let us consider

the following matrix

oP 0P
Jdr 0 _ _ —y
e | (L e
0Q 0Q mae m
dr  dy
We have
D(z,y) = det A(z,y) = m? — a*m?e "V, (5.14)
T(z,y) :=trA(z,y) = —2m < 0,
and

T? (v,y) — 4D (z,y) = 4m*a’e e ¥ > 0.

Therefore, by e.g. [15], the nature of an equilibrium point of (5.13) (and thus
of (5.12)) depends on the sign of D(z,y) at that point.

For a < e, one has from (5.14) that D(xg,zo) > 0 if and only if e > q,
which is equivalent to xge™ > axy and to a > axg, ro < 1, where we have
used the equality zoe™ = a given by Proposition 5.1. The latter inequality
is true, since the function h(x) = ze® is strictly increasing and the equation
re® = 1 has a unique solution, = 1. Therefore, a solution to ze®* =a < e
should be strictly smaller than 1. Hence, (z0, z¢) is a stable node of (5.13).

Similarly, for a > e, (5.14) yields D(x9,25) < 0 if and only if 2 < q,
which holds because x5 > 1 and z9e™ = a, cf. Proposition 5.1. Hence,
(xg,x2) is a saddle point of (5.13).

Still for the case a > e, one has D(xy,23) = D(x3,21) > 0 if and only if
e”17% > ¢%. Since z; = ae™® and z3 = ae~*' (Proposition 5.1), the latter
inequality is equivalent to x1x3 < 1. To show that z;z3 < 1, let us consider
the function r(t) = ate™*, which is strictly decreasing for ¢ > 1. Since the
equation r(t) = 1 is equivalent to p(t) = 0, where p is the function defined
in the proof of Proposition 5.1, the solutions to r(t) = 1 are the roots of p,
that is, t1, to. Therefore, it follows from the proof of Proposition 5.1 that
1 <ty < x3, leading to

1 =r(ty) > r(zs) = arze™ ™ = x123.

Hence, (21, z3) and (z3, 1) are also stable nodes of (5.13).

Finally, for a = e, one has g = ae ™ = e!7% and thus 2o = 1.
Therefore, D(zg,x9) = D(1,1) = 0 and one has a saddle-node equilibrium
point. (] 0
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As a result, one has a bifurcation in the system (5.12) depending on the
value of a = = 3.

In Appendix below, we present numerical solutions to (5.12) for different
values of a. Namely, we consider a set of initial values p3 from the interval
[0, 2] with step 0.5 and we draw the corresponding graphs of, say, p;” on the
time interval ¢ € [0,200]. Of course, the graphs of p, have the same shape.
As one can see in Figure 1, there is a unique stable solution for a < e (that
is, %0) For a > e, one has two stable solutions (% and x—g’) For a = e,
stable solutions do not exist at all. The corresponding phase plane pictures

are presented in Figure 2.

A Appendix
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Figure 1: Graphs of p; for pg € {0,0.5,1,1.5,2}, a = 2,e,3

Theorem A.1. On a scale of Banach spaces {B, : 0 < s < s¢) consider the
wnitial value problem

i Au(t), u(0) = ug € By, (A.1)
where, for each s € (0,sq) fized and for each pair s',s" such that s < §' <
s" < sg, A: By — By is a linear mapping so that there is an M > 0 such
that for all uw € Byr

M
| Aully < pr—

=l
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Figure 2: Phase plane pictures, a = 2,¢,3

Here M s independent of s', s" and u, however it might depend continuously
on s, So.

Then, for each s € (0,sq), there is a constant 6 > 0 (i.e., 6 = GLM) such
that there is a unique function u : [O, d(so — s)) — By which is continuously
differentiable on (0,6(so — s)) in Bs, Au € By, and solves (A.1) in the time-
interval 0 <t < 0(sp — s).

Theorem A.2. On a scale of Banach spaces {Bs : 0 < s < sq) consider a
family of initial value problems

du(t)
dt

= Acu:(t), u.(0)=u.€B,, e>0, (A.2)

where, for each s € (0,8) fized and for each pair s',s" such that s < §' <
s" < sg, A. : Byr — By is a linear mapping so that there is an M > 0 such
that for all u € By

||A6u||5’ <

m“uns”-

Here M is independent of €,s',s" and u, however it might depend continu-
ously on s, sy. Assume that there is a p € N and for each ¢ > 0 there is an
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N. > 0 such that for each pair s',s", s < s’ <" < sg, and all u € By

[Asu — Aoull Z = 5 ] -

In addition, assume that lim. o N. = 0 and lim._q ||u-(0) — uo(0)]|s, = 0.

Then, for each s € (0,so), there is a constant 6 > 0 (i.e., § = =) such
that there is a unique solution u. : [0,6(sg — s)) — Bs, € > 0, to each initial
value problem (A.2) and for allt € [0,5(so — s)) we have

lim ||us(t) — up(t)||s = 0.

e—0
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