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Abstract

We study extensions of Sobolev and BV functions on infinite-dimensional domains.
Some counter-examples and positive results are presented.
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INTRODUCTION AND NOTATION

In this paper we consider Sobolev and BV classes of functions on infinite-dimensional
spaces with measures and the related classes on infinite-dimensional domains. We study
extensions of functions in these classes to the whole space.

It is well-known that every function in the Sobolev class on a bounded convex set
in R" extends to a function on the whole space from the same Sobolev class (see [8,
§4.4]). An analogous assertion is true also for weighted Sobolev classes with sufficiently
regular weights, for example, Gaussian. It has been shown in the recent paper [10] that
for a Gaussian measure on an infinite-dimensional space a weaker assertion is true: an
extension exists for all functions in some everywhere dense set in the Gaussian Sobolev
space (more precisely, in our notation, in the class D*!(V,v) defined through Sobolev
derivatives) on a convex open set (or H-convex and H-open). We prove the existence
of Sobolev functions on convex sets in an infinite-dimensional space equipped with a
Gaussian measure without Sobolev extensions to the whole space. In the case of a Hilbert
space such a set can be chosen convex and open. Next we introduce classes of functions of
bounded variation on infinite-dimensional convex domains and prove that the functions
in such classes admit BV extensions to the whole space in the case of domains of bounded
perimeter.

We shall deal with the Gaussian measure v on the countable product of the real lines
X = R* equal the countable product of the standard Gaussian measures on the real line.
The objects and questions considered below are invariant with respect to measurable
linear isomorphisms of locally convex spaces with centered Radon Gaussian measures (see
[2]), hence by the Tsirelson isomorphism theorem everything proved below remains valid
for those Radon Gaussian measures on locally convex spaces that are not concentrated on
finite-dimensional spaces. Therefore, analogous results are true for the classical Wiener
space or for any infinite-dimensional Gaussian measure on a Hilbert space.

We recall that the Cameron—Martin space of the measure + is the Hilbert space H = [?

1/2
with its usual norm h — |h|y = (Zf; hf) , h = (h;); by definition the Cameron—
Martin space consists of all vectors the shifts by which yield equivalent measures. Let

{e,} be the standard orthonormal basis in H. Denote by FCy° the class of all functions
on R* of the form

flz) = folzr,...,zn), fo€ C°(R™).
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The gradient of f along H is defined by the equality Vf = (0., f)22, and is a mapping
with values in H.

Denote by || - ||, the standard norm in LP(); the same notation is used for the norm
in the space LP(vy, H) of measurable mappings v with values in H such that |v|g € LP(7).
For p € [1,+00) the Sobolev class WP (v) is defined as the completion of FC;° with
respect to the Sobolev norm

[ llp.x = £ llp + IV F1lp-

Each function f in W?1(v) has the Sobolev gradient Vf € LP(vy, H) whose components
0., f satisfy the identity

/w(m)axnf(ﬂf)v(dw) = —/[f(iv)@xnso(ﬂ«") — o f(2)p(2)] v (dx)

for all ¢ € FCg°. The given definition of the class W?!(v) is equivalent to the following
one (see [2], [4]): f € WP!(y) precisely when f € LP(v) and, for every fixed n, the
function f has a version (i.e., an almost everywhere equal function) f such that the

functions t — f(x + te,), where © € X, are absolutely continuous on the closed and
the mapping V f whose component with the number n is 0, f, belongs to LP(v, H); here
Oy, f(x) is defined as the derivative at zero of the function ¢ — f(z + te,) (one can show
that it exists y-a.e.). Actually the definition of the Sobolev class does not depend on our
choice of an orthonormal basis in the Cameron—Martin space.

In a particular way one introduces the space BV () of functions of bounded variation,
containing Wh(v), see [9], [1]. It consists of functions f € L!(y) such that z,f € L'(v)
for all n and there is an H-valued measure Af of bounded variation for which the scalar
measures (Af, e, )y satisfy the identity

‘/W@MﬁQM@wz—/W@%w@%wJ@M@WWM

for all ¢ € FC°. If f € Whi(y), then Af = Vf -~. The space BV () is Banach with
the norm || f|l11 = [|f]1 + [|Af]|, where ||[Af|| is the variation of the vector measure Af
defined by ||Af]] =sup Y -, |Af(B;)|m, where sup is taken over all partitions of the space
into disjoint Borel parts B;. Let us note that there is C' > 0 such that

Ihfllzre) < Cllflls, f € BV (),
where h(z) = 3°°° | hyan, 320 h2 < 1, and the series defining & converges in L%(7).

n=1""n

Suppose now that we are given a Borel or y-measurable set V' C X of positive y-measure
such that its intersection with every straight line of the form = +R'e, is a convex set V..
If the sets (V —x)N H are open in H for all z € V', then V is called H-open (this property
is equivalent to the fact that V — x contains a ball from H for every x € V, and is weaker
than openness of V' in X)), and if all such sets are convex, then V' is called H-convex. The
latter property is weaker than the usual convexity.

There are several natural ways of introducing Sobolev classes on V. The first one is
considering the class W?!(V, ) equal the completion of FCg° with respect to the Sobolev
norm || - ||,1,v with the order of integrability p, evaluated with respect to the restriction
of v to V. This class is contained in the class DP!(V,~v) consisting of all functions f
on V belonging to LP(V,~) and having versions of the type indicated above, but with
the difference that now the absolute continuity is required only on the closed intervals
belonging to the sections V. ,,. The class DP'(V, ) is naturally equipped with the Sobolev



norm || - |[,1,v defined by the restriction of v to V:

1/p 1/p
Hpr,l,v=(/v \f\pdv> +( / IVf\pd'y> |

In the paper [10] the class D*!(V,~) was used (denoted there by W12(V)). In the finite-
dimensional case for convex V' both classes coincide, the infinite-dimensional situation is
not clear, but for H-convex H-open sets one has W*1(V,~) = D*!(V, ), which follows
from [10]. It is readily verified that the spaces W?(V,~) and DP'(V,~) with the Sobolev
norm are Banach.

Note that analogous objects are defined in the same way also for every centered Radon
Gaussian measure v on a locally convex space X, just for FICp° one takes the class of
functions of the form f(x) = fo(l1(x),...,l.(x)), where fy € C;°(R™), the functions [; are
elements of the topological dual X*. The Cameron-Martin space H is defined exactly in
the same way and turns out to be a separable Hilbert space with the norm

|kl = sup{l(h): 1 € X*, U]l 12¢) < 1}

A measurable linear isomorphism between R* with the countable power of the stan-
dard Gaussian measure and such an abstract space (X,~) is given by the formula z +—
> > | Tnen, where {e,} is an orthonormal basis in H.

1. SOBOLEV FUNCTIONS WITHOUT EXTENSIONS

Below we prove the existence of a function in W?1(V, ~) that has no Sobolev extension
to the whole space. Note that one can introduce more narrow Sobolev classes on V
that admit extensions. For example, in the space WP!(V,~) one can take the closure
WP (V,~) of the set of functions from W7 (~) with compact support in V; the functions
from W§ (V,~) extended by zero outside V belong to W' (7). For certain very simple
sets V' (say, for half-spaces) it is easy to define explicitly an extension operator (see [2],
[4]). It is not clear whether there are essentially infinite-dimensional domains V' for which
all Sobolev functions have extensions.

Lemma 1.1. If the set V is such that for some p > 1 every function f € WPL(V,~)
has an extension g € WP (y), then there exists an extension gy € WP(y) such that
Ngfllpa < Cllfllpa,y with some common constant C. If the condition is fulfilled for p =1,
then the conclusion is true with g € BV (7).

Proof. For every f € WPL(V,~) we denote by C(f) the infimum of numbers C' > 0 for
which f has an extension g with ||g|[,1 < C|/f|[p1,v- We observe that there exists an
extension with C' = C(f). Indeed, take an extension g, for which

gnllpa < (CCF) +n ) fllpay-

If p > 1, then the space W?!(~) is reflexive, hence one can pass to a subsequence in {g,}
with the arithmetic means convergent in W7 (), which gives the desired extension.

If p = 1, then by the Komlos theorem (see [3]) one can find a subsequence with the
arithmetic means convergent almost everywhere. This gives an extension of the class
BV (7), since if functions f; are uniformly bounded in BV (y) and converge a.e. to a
function f, then f € BV(y) (see [9]).

Thus, for every f € WP(V,v) there is the set E(f) of all extensions with the minimal
possible norm. It is clear that this set is convex and closed in WP(~). If p > 1, then it
consists of a single point because of the strict convexity of the norm in LP. By Baire’s
theorem, there is a natural number M such that the set Sy, of functions f € WP(V, )
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with C'(f) < M has a nonempty interior in W?(V,~). It is readily seen that increasing
M one can find such a ball centered at the origin, whence the assertion of the lemma
follows. O

The main negative result of our paper is the following theorem.

Theorem 1.2. The space R* contains a convex Borel H-open set K of positive -
measure with the following property: for every p € [1,400) there is a function in the
class WP (K, ~) having no extensions to a function of the class WP'(y). One can also
find a convex compact set K with the same property.

Proof. Let us fix a natural number m and consider the open rhomb K,, in the plane
with vertices at the points a = (m?,0), b = (0,m), ¢ = —a and d = —b. The function
fm(z) = max(1—m?|z—al,0), where |z| is the usual norm on the plane, is Lipschitzian. Let
us estimate its norm in the space W?!(K,,,~), where 7 is the standard Gaussian measure
on the plane with density . To this end we observe that whenever |x —y| < min(1,1/|z|)
the inequality

C1 S Q(m)/g(ly> S Co, 1 = 671762 - 63/2 (11)
holds. We have

Vin(z)=m? if |z —al <m™2, |Vfiu(z)]=0 if |z —al>m™2

The domain in K,,, where f,, does not vanish, is the sector with vertex a which has the
angle with tangent 1/m. Hence by (1.1) there holds the inequality

| fnllp.ic,n < eso(a)'/Pm>=, (1.2)

where c3 is some universal constant. Now observe that if a locally Sobolev function ¢ is
an extension of f,, to the plane (or in the case p = 1 the extension belongs to BV (7)),
then already for the open disc U with center a and radius 2m =2 there holds the estimate

lglliie = caml|fll11,k, = csola)ym ™, (1.3)

where ¢; and c5 are some universal constants. Indeed, by inequality (1.1) it suffices to
obtain such an estimate for the usual Sobolev norms with respect to Lebesgue measure
without Gaussian weight. It is known (see [8, §5.5]) that for every Sobolev function g on
U one has the equality

+o00
Vgl = / P(E,) dt.

where E; = {x € U: g(z) > t}, P(E;) is the perimeter of the set E}, which for almost all
t equals H;(U N OFE;), where Hj is the one-dimensional Hausdorff measure (the length)
and OF; is the boundary of the set E;. An analogous equality is true for the function f
on K,,. For a function g € BV (U) the indicated equality has the form

+oo
IDgl) = [ P(E)
where || Dg||(U) is the value of the total variation of the vector measure Dg (the generalized
gradient of g) on the set U. One can replace g by the function min(1, max(g,0)) with
values in [0, 1], which extends f and whose Sobolev norm does not exceed that of f.
Hence we can consider only the values t € [0, 1]. Now it suffices to verify that for the sets
Sy ={x € Kp,: f(x) >t} we have the estimate

Hl(U N 8Et) Z cmHl(Kmast)
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with a universal constant c¢. The set K,, N dS; is an arc of the circle of radius m=2(1 — t)
centered at a. If the set OF; oversteps the limits of U, then the length of U N OF; is not
less than m~2 and the length of the arc K,, NS, is not greater than em=3. If the set OF,
is entirely contained in U, then its length is also not less than emH; (K, N 9S;), since E;
contains the whole sector S;.

From estimates (1.2) and (1.3) we obtain

lg
[ fmllp1.x..
with a universal constant cg. By Hoélder’s inequality we have

1,1,U > CGQ(G>1_1/pm5/p_4

gllp1,U _
HQPP > cro(a) P 'mM, g =p/(p—1),

1L,1,U
where ¢7 is also some constant. Hence we finally obtain
9lp10 > eml/?
[ fmllp1.c

with some constant ¢ > 0.

Now in the infinite-dimensional case we take for K the intersection of the product
[[_, K, with the liner subspace L consisting of all elements = (z,,) such that
S m2|z,* < oo and having full measure; the equality (L) = 1 follows from the
fact that the integral of x2 equals 1. This subspace is Hilbert with respect to the norm

1/2
lalle = (S mlel?)

In order to verify that K is H-open it suffices to show that K is open in the Hilbert
space L, which is done as follows. Let = = (x,,) € K. Suppose that for every n there is
an element h™ = (h7) € L for which ||h"||, < 1/n and x + h™ ¢ K. Since x € L, we have
|z, < m/4 for all m, starting from some number m,. Then z,, + z € K, if m > my
and |z| < m/4, since K, contains the ball of radius m. Hence z,, + b}, € K,, for all m
and sufficiently large n, whence x + h™ € K, which is a contradiction. It is clear that
v(K) > 0, since the Gaussian measures of the sets K, are rapidly tending to 1.

Every function f,, constructed above on the plane generates a function (denoted by
the same symbol) on the space R*, identified with the countable power of the plane,
which acts by the formula f,,(x) = f,,(zm). The measure v on R* is also considered as
the countable power of the standard Gaussian measure on the plane. By the lemma it
suffices to show that C(f,,) > em!/P. It remains to observe that if a function g € W2 (y)
extends f,,, then for almost every fixed y = (y;),2m the function g,, of the remaining
variable x,, gives an extension of the function f,,(x,,) and hence one has the estimate

/ Vo7 dy > com / Vil dy

with some constant ¢y, which gives the required assertion. Note that our construction
gives no explicit example of a function without extension, but for p = 2 one can explicitly
indicate a function f € W2!(K,~) without extensions to a function in W?%!(v). To this
end, it suffices to pick numbers C,,, > 0 such that the series of the integrals of C|V f,,|*
over K converges and the series of the integrals of m2C2 |V f,,|* over K diverges. O

Remark 1.3. Passing to the restriction of the measure + to the Hilbert space L, we
obtain a convex and open in L set K of positive measure, on which for every p € [1, +00)
there is a function of the class WP!(K,v) without restrictions to a function in W?(y).
It is clear that the same example can be realized also on a larger weighted Hilbert space
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of sequences, in which K will be precompact. It is possible to combine H-openness of K
with its relative compactness. In addition, if we take for v the classical Wiener measure
on C[0,1] or L?0, 1], then the space L described above will coincide with L?[0, 1], hence
our convex set A will be open in the corresponding space.

For an arbitrary centered Radon Gaussian measure v on a locally convex space X
with the infinite-dimensional Cameron—Martin space H, the results proved above yield
existence of an H-open convex Borel set V' of positive y-measure and, for every p €
[1,+00), a function f € WP!(V,~) without extensions to functions in the class W1 ().
It would be interesting to construct an example of a function in the intersection of all
WPL(V,~) without extensions of the class W1ti(y).

2. CLASSES BV ON INFINITE-DIMENSIONAL DOMAINS

In the paper [5] classes of functions of bounded variation on infinite-dimensional spaces
with non-Gaussian differentiable measures have been considered. Earlier such classes in
the case of Gaussian measures were studied in the papers [9], [10], [1]. As in [5], here we
consider the two types of functions of bounded variation corresponding to vector measures
of bounded variation or bounded semivariation arising as derivatives. However, some other
nuances also appear due to boundary effects.

We recall that on a domain U in RY with Lebesgue measure the class BV (U) is de-
fined as the set of all functions f integrable in U such that the generalized gradient
Df is a vector measure on U of bounded variation. Here we identify almost every-
where equal functions; the class BV(U) turns out to be a Banach space with norm
I fllsv = || fller@w) + Var (Df). On the real line with the standard Gaussian measure
p = odx, o(x) = (2r) /2 exp(—x?/2), the class BV (u) consists of all functions f € L'(u)
such that the function z f(x) also belongs to L'(x) and the generalized derivative of the
function fp is a bounded Borel measure on the real line. In this case one can introduce
a bounded measure Af on the real line for which the measure (fp)’ is the sum of Af and
the measure with density —z f(z)o(x) with respect to Lebesgue measure. In [5], certain
natural analogs of these classes for measures on infinite-dimensional spaces have been
introduced. The principal feature of the infinite-dimensional case is connected with the
fact that here one can consider vector measures of bounded variation as well as more gen-
eral vector measures of bounded semivariation. Passing to domains we face an additional
problem of defining generalized derivatives, since here domains are understood not in the
topological sense any more. The latter is explained by that fact that many typical convex
sets of positive measure have no inner points.

Let us describe our approach. We consider a Radon probability measure 1 on a real
locally convex space X with the topological dual X*. We assume that X contains a
continuously and densely embedded separable Hilbert space H. This embedding generates
an embedding X* — H, since every functional | € X* defines a vector jy(l) € H by the
formula I(k) = (ju(l), k), k € H. The norm in H will be denoted by the symbol | - |#.
Denote by FC> the class of functions f on X of the form f(x) = fo(li(2),...,lL(x)),
where fy € Cp°(R"), I; € X*. If X = R* (the countable product of real lines), then this
class is just the union of all C;°(R™), where any function on R” is naturally considered as
a function on the space R*.

Throughout we consider only Radon measures. A measure p on X is called differentiable
along a vector h in the sense of Skorohod if there exists a measure dj,u, called the Skorohod



derivative of the measure p along the vector h, such that

HO/ fx—th /f Vo do)

for every bounded continuous function f on X. If the measure dju is absolutely continuous
with respect to the measure i, then the measure p is called Fomin differentiable along the
vector h, the Radon—Nikodym density of the measure d,u with respect to p is denoted
by ) and called the logarithmic derivative of p along h. The Skorohod differentiability
of p along h is equivalent to the identity

/ onf(a / f(2) dupldz), | € FC,

where O, f(z) = %m&(f(x +th) — f(x))/t. On the real line the Fomin differentiability is

equivalent to the membership of the density in the Sobolev class W1 and the Skorohod
differentiability is the boundedness of variation of the density. On differentiable measures,
see [5].

For example, if i is a Gaussian measure, then it is Fomin differentiable along all vectors
in its Cameron—Martin space H(u) (the set of all vectors the shifts along which give
equivalent measures).

We recall some concepts related to conditional measures (see [3]). Suppose we are given
a measure v on X and a vector h € X. Let us choose a closed hyperplane Y C X for
which X =Y @ Rh, and denote by |v]y the projection of |v| on Y under the natural
projecting m: X — Y. Then one can find measures %" on the straight lines y + Rh,
y € Y, called conditional measures, for which the equality v = v%"|v|y(dy) holds in the
sense of the identity

lﬂ%zLﬂﬂmWM@)

for every Borel set B. In terms of the measure |v| itself this can be written as

o(B) = [ v (B) v(do).

X

We can also assume that we are given conditional measures v*" on the straight lines
x 4+ RAh such that v®" = p™" If the measure ™" has a density with respect to the
natural Lebesgue measure on x + RA induced by the mapping ¢ — x + th, then this
density is called conditional and is denoted by ¢%". It is important to note that in place
of the measure |v|y on Y one can use any nonnegative measure o with respect to which
the measure |v|y is absolutely continuous. If ||y = go, then we obtain the representation
v = 9" o(dy), where v¥"7 := g(y)v¥". Such a representation is called a disintegration
of the measure. This may be convenient for a simultaneous disintegration of several
measures. As above, if o is given on X and v < o, then we can write v = v*" o(dz).

For a Gaussian measure, the conditional measures are Gaussian as well.

It is known (see [4]) that if p is Skorohod or Fomin differentiable along h, then there
exist conditional measures p¥" differentiable along h in the same sense and dpu =
dpp? ™ ply (dy); if in place of |u|y we use a measure o > 0 on Y with |uly < o, then
we obtain du = du¥™ o(dy). It follows from this that the projection of the measure
|dppe| on Y is absolutely continuous with respect to the projection of the measure u, al-
though the measure dp itself can be singular with respect to p (it is easy to construct
examples on the plane).



We assume throughout that we are given a probability measure p Fomin differentiable
along all vectors in H and that for every fixed h € H the continuous versions of the
conditional densities on the straight lines x + RA are positive. Below these densities are
denoted by o%" without indicating .

We recall the definitions of the variation and semivariation of vector measures (see
[7]). A vector measure with values in H is an H-valued countably additive function 7
defined on a g-algebra A of subsets of a space €). Such a measure automatically has finite
semivariation defined by the formula

Y

H

Vn) = SUP‘Z ain(X;)

where sup is taken over all finite partitions of 2 into disjoint parts £2; € A and all finite
collections of real numbers «; with |o;| < 1. In other words, this is the supremum of the
variations of the scalar measures (9, h)y over h € H with |h|g < 1. However, this does
not mean that the variation of the vector measure 7 is finite, which is defined as

Var(n) := sup Z (X)),
i1

where sup is taken over all finite partitions of 2 into disjoint parts €2; € A. The variation of
a measure 1 will be denoted by ||7|| (but in [8] this notation is used for the semivariation).
It is easy to give an example of a measure with values in an infinite-dimensional Hilbert
space having bounded semivariation and infinite variation.

The class SBV (u) introduced in [5] consists of all functions f € L'(u) for which

sup | fBulpiu < oo

|h|<1
and there an exists an H-valued measure Af of bounded semivariation such that the
Skorohod derivative dj(fu) exists and equals (Af,h)g + fBrp. The subclass BV (u) C
SBV () consists of all functions f for which Af has bounded variation.

For example, if f belongs to the Sobolev class W (u), where p is a Gaussian measure,
then f € BV (u); here for the measure A f we can take the measure with the vector density
Dy f with respect to u. Even for a Gaussian measure p (with an infinite-dimensional
support) the class SBV (u) is strictly larger than BV (u).

It is important to note that the measure (Af, h)gy can be singular with respect to u
(say, have atoms in the one-dimensional case), but it also admits a disintegration

(Af, R = (AF RS uy (dy)

with some measures (Af, h)zl’;,h’“y on the straight lines y + Rh, where y € Y and Y is a
closed hyperplane complementing RA. Indeed, we have

(Af, W) = dn(f1) — fBup,

where the projections |dy,(fu)| and |fB,|n on Y are absolutely continuous with respect to
i, since, as noted above, the projection of the measure |dj(fu)| is absolutely continuous
with respect to the projection of |f|u.

For an interval J on the real line let BVj,.(J) denote the class of all functions on .J
having bounded variation on every compact interval in J.

Lemma 2.1. A function f € L'(u) belongs to SBV (i) precisely when there is an H-
valued measure A of bounded semivariation such that for every h € H for p-almost every



x the function t — f(x +th) belongs to BVj,.(R) and its generalized derivative is
(A RY5" 10" (8) + [+ th)Dpo™ (1) /0™ (1).

A similar assertion is true for BV (i), where the measure A must have bounded variation.

Proof. If the aforementioned condition is fulfilled, then the measure (Af, h) g+ f Gnu serves
as the Skorohod derivative of the measure dp,(fu). With the help of conditional measures
this is deduced from the fact that if on the real line a function f has a locally bounded
variation and a function g is locally absolutely continuous, then (fg)’ = gf' + f¢’' in the
sense of generalized functions. Conversely, if f € SBV(u), then almost all conditional
measures for fu on the straight lines y + Rh, where y € Y, from the representation fu =
fu¥" 1y (dy) are Skorohod differentiable. Hence almost all functions ¢ +— f(y + th)o¥"(t)
have bounded variation, whence by the positivity of the conditional densities for u we
obtain that the functions ¢t — f(y + th) have locally bounded variation. In addition, the
generalized derivative 1 of such a function satisfies the equality

O(f(y +th)e""(t)) = o""()y + f(y + th)dro™" (t),

whence the required relationship for the derivative follows by the equality (in the sense
of generalized functions)

0(f(y +th)e"" () = (A, )™ + fly +th)dio"" (t),

which, in turn, follows by the equality dn(fu) = (Af,h)g + fOn for the conditional
measures taken with respect to the measure py on Y here it is important to use a
common measure on Y. The case of BV is similar. O

Now let U C X be a Borel set that is H-convex and H-open, that is, all sets (U —x)NH
are convex and open in H. For example, this can be a set that is convex and open in X.
However, the ellipsoid U = {x: Yo n=2z, < 1} is not open in R*>°, but is H-open.

For an H-convex and H-open set U the intersections

Upp :=UnN (z+Rh),

are open intervals on the straight lines x + Rh.

The symbol LP(U, ) will denote the space of equivalence classes of all p-measurable
functions f on U for which the functions |f|P are integrable with respect to the measure
pon U. Let M(U,u) denote the class of all functions f € L'(u, U) such that

1 llar == [ f 2wy + sup/ |f(@)] B ()] pldz) < oo.
|hI<1JU

Definition 2.2. We shall say that f € M(U,u) belongs to the class SBV (U, ) if the
function t — f(x + th)e™"(t) belongs to the class BVipe(Uyp) for every fized h € H for
almost all x and there exists an H-valued measure Ay f on U of bounded semivariation
such that, for every h € H, the measure (Ay f, h)g admits the representation

(Ao fy )i = (Au f, )™ p(de),
where the measures (Ay f, h)f{’h’“ on the straight lines x + Rh possess the property that
(Aufoh)E" + f(x + th)d,0™"(¢)

is the generalized derivative of the function t — f(z + th)o™"(t) on U, .
The class BV (U, u) consists of all f € SBV(U,u) such that the measure Ay f has
bounded variation.
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An equivalent description of functions in SBV (U, i) can be given in the form of inte-
gration by parts if in place of the class FC*> we use appropriate classes of test functions
for every h € H.

For any fixed h € H we choose a closed hyperplane Y complementing RA and consider
the class Dy, of all bounded functions ¢ on X with the following properties: ¢ is measurable
with respect to all Borel measures, for each y € Y the function ¢t — (y + th) is infinitely
differentiable and has compact support in the interval J, , := {t: y + th € U}, and the
functions 0}y are bounded for all n > 1. Here 0;'¢(y + th) is the derivative of order n at
the point ¢ for the function ¢t — ¢(y + th).

Note that ¢ € D, for all ¢ € Dy, and ¢ € FC*=.

Lemma 2.3. A function f € M (U, u) belongs to SBV (U, i) precisely when there exists
an H -valued measure Ay f on U of bounded semivariation such that, for every h € H and
all ¢ € Dy, one has the equality

/X Onip(@) () () = — /X (@) (Ao fy B (d) — / (@) (2)Ba(x) (de).

X

A similar assertion is true for the class BV (U, u).

Proof. If f € SBV (U, i), then the indicated equality follows from the definition and the
integration by parts formula for conditional measures. Let us prove the converse assertion.
Let us fix k € N. It is readily verified that the set Y, of all points y € Y such that the
length of the interval J,;, is not less than 8/k is measurable with respect to every Borel
measure. In addition, it is not difficult to show that there exists a function g, € Dy
measurable with respect to every Borel measure and possessing the following properties:
0 < gr <1, gi(y) = 0 if the length of J,; is less than 8/k, gr(y +th) = 0if t & J, or
if t € J,, and the distance from ¢ to an endpoint of .J, , is less than 1/k, gi(y +th) =1
if ¢ € J,, and the distance from ¢ to an endpoint of J, 5, is not less than 2/k. It follows
from our hypothesis that for all ¢y € FC*> we have the equality

/X () gn () f () p(d) =
. /X $(@)ge() (Au f, ) g (d) — /X () g () £ (2) () ju(dr) —

- [ @)1 ) ).
X
Therefore, the measure fg,u is Skorohod differentiable and

dn(foer) = gu(Av f, ) + farBuie + Onge f -

Using the disintegration for fg,u and letting & — 0o, we obtain the disintegration for fu
required by the definition. O

Theorem 2.4. The set SBV (U, i) is a Banach space with the norm
[ lspv = [[fllar + V(Ao f)-

The set BV (U, ) is a Banach space with the norm
Ifll5v == [[fllar + Var(Ap f).
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Proof. Similarly to [5] we obtain that the space M (U, u) is complete. Hence every Cauchy
sequence {f,} in SBV converges in the M-norm to some function f € L'(u,U). The
sequence of measures Ay f, is Cauchy in semivariation, hence converges in the norm V'
to some measure v of bounded semivariation. Applying Lemma 2 it is easy to show that
f€SBV(U) and v = Ay f is the corresponding H-valued measure. Since

it follows that f is a limit of { f,,} in the norm of the space SBV. The proof of completeness
of the space BV (U, 1) is similar. O

Theorem 2.5. Suppose that Iy € SBV (). Then for every function
fe€SBV(U,p) N L*U, p)

its extension by zero outside of U gives a function in the class SBV (). Conversely, the
restriction of every bounded function in SBV (u) to U gives a function in SBV (U, ). If
Iy € BV (u), then analogous assertions are true for the class BV .

Proof. Let f € SBV(U,u) N L>®(U, ). We may assume that |f| < 1. Let us fix h € H.
Then we can find a version of f whose restrictions to the straight lines  +Rh have locally
bounded variation. Let a, be an endpoint of the interval U, (if it exists). Then the
considered version of f has a limit at a, (left or right, respectively), bounded by 1 in
the absolute value. Defined by zero outside of U, the function f remains a function of
locally bounded variation on all these straight lines, but at the endpoints a, its generalized
derivative may gain Dirac measures with coefficients bounded by 1 in the absolute value.
However, such Dirac measures (with the coefficient 1 at the left end and the coefficient
—1 at the right end) are already present at the derivative of the restriction of I;. Thus,
after adding these arising point measures to (Ay f, h)%"" we add to the measure (Ay f, h)y
some measure with a semivariation not exceeding ||(Ay f, h)g||. Therefore, Lemma 1 gives
the inclusion of the extension to SBV (u). The converse assertion is proved similarly. In
the case of BV (1) one has also to use the fact that any H-valued measure of bounded
variation is given by a Bochner integrable vector density with respect to a suitable scalar
measure. U

Theorem 2.6. The class SBV (U, i) has the following property: if a sequence of functions
fn is norm bounded in it and converges almost everywhere to a function f, then f belongs
to the same class, and the norm of f does not exceed the precise upper bound of the norms
of the functions f,.

A proof can be obtained with the help of the same reasoning as in Lemma 2.3 and an
analogous assertion for functions on the whole space proved in [5].

The simplest model example of the objects introduced is the standard Gaussian measure
1 on the countable power of the real line R> equal to the countable power of the standard
Gaussian measure on the real line. Its Cameron—Martin space is the classical Hilbert
space H = [?. For every h = (h,) € H the function 3, is the measurable linear functional
— 3% | hyay, where the series converges almost everywhere and in L?(u). For U one can
take any Borel convex set of positive measure for which the intersections (U —x) N H are
open in H. Note that even for a bounded convex set U the indicator function [y does
not always belong to BV (u); explicit examples are given in [10]. On the other hand, the
indicator of any open convex set in the Gaussian case belongs to BV (u) (see [6]).

This work has been supported by the REBR projects 13-01-00332, 11-01-90421-Ukr-f-a,
11-01-12104-ofi-m, and the SFB 701 at the university of Bielefeld.
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