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Abstract. We consider the initial boundary value problem for the focusing nonlinear
Schrödinger equation in the quarter plane x > 0, t > 0 in the case of decaying initial
data (for t = 0, as x → +∞) and Dirichlet boundary data (for x = 0) approaching a
periodic (single-frequency) background ae2iωt as t → +∞. We first provide admissibility
conditions for the normal derivative of the solution on the boundary, under the assumption
that it behaves asymptotically in a similar (single-frequency) manner. We then show that

for the range ω ≥ a2

2
, the long-time asymptotics of the solution inside the quarter plane

exhibits decaying oscillations of Zakharov–Manakov type.

1. Introduction

1.1. The RH method for IBV integrable problems. One of the main advantages of the
inverse scattering transform (IST) method to study initial value problems for certain nonlinear
evolution equations — integrable nonlinear equations possessing a Lax pair representation —
is that it allows a rigorous and complete analysis of the long-time behavior of solutions of such
equations, in certain classes of initial data. It has been realized since the mid-1990s that the
most appropriate form of the IST method for studying asymptotics is the Riemann–Hilbert
(RH) problem method, based on the reformulation of the scattering problem for one of
the Lax pair equations — the x-equation — in terms of an analytic (matrix) factorization
problem of Riemann–Hilbert type. This reformulation allows to reduce the problem to the
asymptotic study of time-dependent RH problem, whose jump matrices are time-oscillating.
The appropriate tool for this study has been developed by several authors and has finally
been formalized by Deift and Zhou [12] as the “nonlinear steepest descent” method.

A natural question arises: is it possible to adapt the RH method – and subsequently the
nonlinear steepest descent method – to the initial-boundary value (IBV) problems. Such an
adaptation was actually introduced by Fokas [13–15] and was further developed by several
authors [2, 5, 9, 16]. The key feature of this method is that both of the linear equations of
the associated Lax pair are treated in a similar way, in terms of the direct–inverse scattering
formalism. Comparing to the initial value problems, the effectiveness of the RH method for
IBV problems is reduced by the fact that in its implementation, more boundary values are
required to construct the underlying RH problem than those given in the framework of a
well-posed IBV problem. In particular, for the (focusing) NLS equation

iqt + qxx + 2|q|2q = 0, x > 0, t > 0, (1.1)

Date: September 11, 2008.

1



2 A. BOUTET DE MONVEL, V. P. KOTLYAROV, AND D. SHEPELSKY

a well-posed IBV problem requires only q(x, 0) and q(0, t) to be specified as respective initial
and boundary conditions (see, e.g., [17]), whereas the construction of the RH problem requires
spectral functions associated with the scattering problem for the t-equation of the Lax pair

Φt + 2ik2σ3Φ = Q̃Φ, (1.2)

where Q̃ involves q as well as qx, and thus these spectral functions are uniquely determined
by q(0, t) and qx(0, t). This drawback is compensated, to some extent, by the fact that
the consistency of the set {q(x, 0), q(0, t), qx(0, t)} is completely characterized by a relation
amongst the associated spectral functions — the “global relation” [2, 16].

Using the RH problem approach, IBV problems have been studied for a number of nonlinear
equations, for the case 0 < t < T with T < ∞ as well as for the case 0 < t < ∞ under the
assumption that the boundary values decay to zero when t → +∞. The long-time results
in the latter case show that they are qualitatively similar to those in the case of the initial
value problems: the asymptotics is dominated by solitons whereas in the solitonless cases
(as well as in domains “between” solitons), the long-time behavior is described by decaying,
modulated oscillations of Zakharov–Manakov type [11]. Quantitatively, the parameters of the
solitons and of decaying oscillations are affected by the boundary values via the corresponding
spectral functions.

Physically, more interesting problems arise when the boundary conditions do not decay
with time but oscillate, in a certain prescribed way, reflecting the action of a wavemaker placed
at the boundary of the space domain (half-line) and producing non-decaying oscillations.
Various aspects of such a problem for the focusing nonlinear Schrödinger (NLS+) equation
are discussed in [5–7].

1.2. NLS+ with decaying initial data and Dirichlet data ae2iωt for ω < −3a2. In
[3, 4], the long-time asymptotics has been studied for the IBV problem

iqt + qxx + 2|q|2q = 0, x > 0, t > 0, (1.3a)

q(x, 0) = q0(x), x ≥ 0, (1.3b)

q(0, t) = g0(t), t ≥ 0, (1.3c)

where the initial and Dirichlet boundary data satisfy the conditions:
(i) q0(x) decays to 0 when x→ +∞;
(ii) g0(t) = ae2iωt, with constant amplitude a > 0 and constant single-frequency ω ∈ R,

in the range
(iii) ω < −3a2,
and under the additional condition about the long-time behavior of the Neumann boundary
values qx(0, t):
(iv) we assume

qx(0, t)− 2iabe2iωt → 0, t→ +∞, (1.4a)

where

b =

√
a2 − ω

2
> 0. (1.4b)
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Remark. Assumption (iv) is motivated by the existence of the explicit solution of (1.1) sat-
isfying (1.4):

q(x, t) = ae2iωt+2ibx. (1.5)
Notice, however, that for this solution (1.5), the initial data q(x, 0) does not decay to 0 when
x→ +∞.

The asymptotic result is as follows:

Theorem 1 (ω < −3a2, [3, 4]). The quarter plane x > 0, t > 0 can be divided into three
regions, 0 < x

t < C1, C1 <
x
t < C2, x

t > C2, with Cj expressed in terms of {a, ω}, such that
the long-time behavior of q(x, t) is qualitatively different in these regions. In particular, in
the first two regions, q(x, t) exhibits nondecaying oscillations.

Numerical simulations for the solution of (1.3) with assumptions (i)-(iii) are shown [8] to
be in good agreement with the theoretical considerations, in particular with the additional
assumption (iv).

Concerning this additional assumption (1.4), it is worth noting the following. The IBV
problem (1.3) is well posed in the sense that given q0 and g0 from certain classes (see, e.g.,
[17]), a unique global solution to (1.3) exists for all x > 0 and 0 < t < T for any finite T .
In particular, qx(0, t) is uniquely determined by q0(x) and g0(t). In the framework of the
RH approach, the mapping {q0, g0} 7→ {qx(0, t)} (0 < t < T ), is described in [1] for any
T > 0. It is based on the analysis of the associated “global relation” and allows, in principle,
to calculate qx(0, t) without solving the IBV for all (x, t). In particular, it could be used to
study the long-time behavior of qx(0, t), given g0(t) for all t > 0. But this problem remains
open. On the other hand, knowledge of the long-time behavior of qx(0, t) is crucial for the
scattering formalism governed by (1.2).

The meaningfulness of assumption (1.4) is supported by the observation that if we do
not fix q(0, t) to be ae2iωt but restrict only its long-time behavior: q(0, t)− ae2iωt → 0 when
t→ +∞, then we can secure the assumption by taking, as a starting point of the construction
of the RH problem, the set of spectral functions satisfying the global relation. Following this
way one cannot guarantee that the constructed q(x, t) will satisfy the Dirichlet boundary
condition q(0, t) = g0(t) with a prescribed g0, but one can guarantee that q(0, t)− ae2iωt → 0
and qx(0, t) − 2iabe2iωt → 0 when t → +∞. This follows from the fact that the analysis in
[3, 4] is valid for all g0(t) approaching ae2iωt sufficiently fast.

Therefore, at least a part of IBV problems (1.3) with q0(x) → 0 and g0(t) − ae2iωt → 0
has solutions satisfying (1.4). An interesting open question is: how big is this part, and how
does it lie in the set of all such problems?

For all such problems with ω < −3a2, the asymptotics of q(x, t) is as described in [3,
4], showing in particular large regions with nondecaying oscillations. On the other hand,
numerical simulations for positive values of ω, in particular for ω with the same absolute
value as that considered in [3, 4], show completely different pictures: q(x, t) decays fast for
all (x, t) outside a thin layer near the t-axis.

1.3. Admissible parameter sets and asymptotics for ω > a2/2. In this paper, which
is the continuation of the studies in [3, 4], we are interested

i) in describing possible joint asymptotic behavior of the Dirichlet and Neumann boundary
values of a solution to the NLS equation (1.1),
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and, subsequently,
ii) in the large time behavior of this solution in the quarter plane x > 0, t > 0 – in a

parameter range different from that considered in [3, 4].

Definition (admissible parameter set). We say that a parameter set {a, ω, c}, where a > 0,
ω ∈ R, and c ∈ C, is admissible if there exists a smooth function q(x, t) defined for x ≥ 0,
t ≥ 0 such that:
1) q(x, t) is a solution of the NLS equation (1.1) for x > 0, t > 0;
2) q(x, 0)→ 0 sufficiently fast as x→ +∞;
3) q(0, t)− ae2iωt → 0 and qx(0, t)− ce2iωt → 0 sufficiently fast as t→ +∞.

In the present paper, we study
(i) the admissibility of parameter sets {a, ω, c};
(ii) the asymptotics of q(x, t) in the admissible cases for ω ≥ a2

2 .
Concerning (i), the main result is Theorem 2, which states, in particular, that for a given a,
the admissible values for ω are in (−∞,−3a2] and [a

2

2 ,∞). More precisely, the admissible
parameter values are
• ω > a2/2 with c given by the (two-valued) function of (a, ω) defined by c2 = a2(2ω − a2),
• ω < −3a2 with c given by the function of (a, ω) defined by c2 = 2a2(ω − a2) and Im c > 0.
As for (ii), the result is that in the whole quarter plane (except, possibly, for a thin layer
near the t axis), q(x, t) decays to 0 exhibiting oscillations of Zakharov–Manakov type, see
Theorem 3.

Remark. Notice that for ω ≤ −3a2, Theorem 2 justifies the choice of the value of c, see (1.4),
adopted in [3, 4].

The paper is organized as follows.
In Section 2, we present the formalism of the RH approach under assumption that the

boundary values satisfy q(0, t) − ae2iωt → 0 and qx(0, t) − c e2iωt → 0 when t → +∞, with
any c ∈ C.

In Section 3, we analyze the consistency of these assumptions with the global relation,
which leads us to the determination of admissible parameter sets {a, ω, c}.

Section 4 introduces to the second part of the paper, devoted to the asymptotic analysis
in the range ω ≥ a2

2 .
In Sections 5 and 6, we discuss specific features of the RH formalism corresponding to

admissible sets of parameters with ω ≥ a2

2 .
In Section 7, we show that for all admissible values of the parameters with ω ≥ a2

2 , the
asymptotics of q(x, t) in the solitonless case has a Zakharov–Manakov type decaying behavior.

Section 8 presents concluding remarks.

2. The Riemann–Hilbert formalism for IBV problems

2.1. The Lax pair. As we pointed out in Section 1, the implementation of the Riemann–Hilbert
approach for the IBV problems depends strongly on the character of the long-time behavior
of the boundary values.
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In this section, we assume that the long-time asymptotics of qx(0, t) is single-frequency
periodic, similarly to the Dirichlet boundary data q(0, t), but with a priori arbitrary complex
amplitude. Thus we consider the IBV problem (1.3), where q0(x) and g0(t) are sufficiently
smooth functions such that
• q0(x)→ 0 fast enough when x→ +∞,
• g0(t)− ae2iωt → 0 fast enough when t→ +∞,
• and we assume that

qx(0, t)− ce2iωt → 0 as t→ +∞ (2.1)
with some constant c = c1 + ic2 ∈ C.

The RH problem formalism follows basically the same lines as in [7]. The focusing NLS
equation is the compatibility condition for a pair of linear equations (the Lax pair)

Φx + ikσ3Φ = QΦ, (2.2a)

Φt + 2ik2σ3Φ = Q̃Φ, (2.2b)

where Φ = Φ(x, t, k) is a 2× 2 matrix valued function, σ3 =
(

1 0
0 −1

)
, and

Q =
(

0 q
−q̄ 0

)
, Q̃ =

(
i|q|2 2kq + iqx

−2kq̄ + iq̄x −i|q|2
)
, (2.3)

with q = q(x, t).

2.2. The background eigenfunction. Let us introduce the background eigenfunction Ψ(t, k),
which is a solution of the t-equation (2.2b) with q ≡ ae2iωt and qx ≡ c e2iωt:

Ψ(t, k) := eiωtσ3E(k)e−iΩ(k)tσ3 , (2.4)

where Ω(k) and E(k) are determined by substituting (2.4) into (2.2b), which gives

Ω2(k) = 4k4 + 4ωk2 + βk + γ, (2.5a)

with

β = −4ac2, (2.5b)

γ = (a2 − ω)2 + c2
1 + c2

2. (2.5c)

We specify E to be unimodular, i.e., detE(k) ≡ 1:

E(k) =

√
2Ω−H

2Ω

(
1 − iH

2ak−ic̄

− iH
2ak+ic 1

)
, (2.6a)

where

H(k) = Ω(k)− 2k2 + a2 − ω. (2.6b)

The branches of Ω(k) and
√

2Ω−H
2Ω are fixed by their asymptotics, for k →∞:

Ω(k) ∼ 2k2 + ω, (2.7a)√
2Ω−H

2Ω
∼ 1, (2.7b)
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on the cut plane, with finite branch cuts connecting the roots of Ω2(k) and the points
{ ic̄

2a ,−
ic
2a}. The equality

(2Ω−H)H = (2ak − ic̄)(2ak + ic), (2.8)

shows that the zeros of 2Ω−H and H are amongst { ic̄
2a ,−

ic
2a}.

Remark. Although global analytic properties of the functions introduced above depend on
the branch cuts position, certain properties of functions involved in the spectral analysis of
the Lax pair equation (2.2a) must hold for any choice of the branch cuts. In what follows,
this fact will allow us, by choosing appropriately a particular position of a branch cut, “filter
out” the values of the parameters of the long time asymptotics of q(0, t) and qx(0, t) which
cannot take place for any solution q(x, t) of the NLS equation. In particular, we will see that
it is helpful to have a part of a branch cut going along the curve Im Ω(k) = 0.

2.3. The RH approach. The RH approach to IBV problems involves the following steps:

1. Analysis of the direct–inverse scattering mappings for both equations of the Lax pair: for
(2.2a), for t = 0, and for (2.2b), for x = 0.

2. Introduction of appropriate eigenfunctions — simultaneous solutions to (2.2a), (2.2b) for
all x ≥ 0 and t ≥ 0, which, being evaluated at t = 0 and at x = 0, can be related to those
eigenfunctions involved in the scattering mappings for (2.2a) and (2.2b), respectively.

3. Construction of an associated RH problem —actually, a family of problems parametrized
by (x, t), such that, on one hand, it is determined by the spectral functions from the
scattering mappings at t = 0 and x = 0, and, on the other hand, its solution evaluated at
t = 0 and at x = 0 allows well-controlled reduction to the eigenfunctions involved in the
above mentioned scattering mappings on the boundary. The latter property is needed in
order to prove that q(x, t) obtained via the solution of the RH problem, being evaluated
at t = 0 and at x = 0, indeed gives the prescribed initial and boundary data.

2.4. Eigenfunctions. The latter item suggest introducing eigenfunctions in terms of Volterra
type integral equations, where the integration paths go along the x and t axes [16]. Explicitly,
introduce Φj(x, t, k), j = 1, 2, 3 as follows (cf. [7]):

Φ1(x, t, k) = µ1(x, t, k)e−ikxσ3e−i(Ω(k)−ω)tσ3 ,

Φj(x, t, k) = µj(x, t, k)e−ikxσ3e−2ik2tσ3 , j = 2, 3,
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where the µj ’s are 2× 2 matrix valued solutions of the integral equations

µ1(x, t, k) = e−ikxσ3E(t, k)eikxσ3 − e(−ikx+iωt)σ3E(k)
∫ ∞
t

e−iΩ(k)(t−τ)σ3E−1(k)×

× e−iωτσ3(Q̃− Q̃0)(0, τ, k)µ1(0, τ, k)ei(Ω(k)−ω)(t−τ)σ3dτeikxσ3+

+
∫ x

0
e−ik(x−y)σ3Q(y, t)µ1(y, t, k)eik(x−y)σ3dy, (2.9a)

µ2(x, t, k) = I + e−ikxσ3

∫ t

0
e−2ik2(t−τ)σ3Q̃(0, τ, k)µ2(0, τ, k)e2ik2(t−τ)σ3eikxσ3

+
∫ x

0
e−ik(x−y)σ3Q(y, t)µ2(y, t, k)eik(x−y)σ3dy, (2.9b)

µ3(x, t, k) = I −
∫ ∞
x

e−ik(x−y)σ3Q(y, t)µ3(y, t, k)eik(x−y)σ3dy, (2.9c)

with
E(t, k) = eiωtσ3E(k)e−iωtσ3 (2.10)

and Q̃0 is Q̃ from (2.3) with q = ae2iωt and qx = ce2iωt. These eigenfunctions are normalized
in such a way that µ1(0, t, k) ∼ E(t, k) when t→ +∞, µ2(0, 0, k) = µ3(∞, 0, k) = I.

2.5. Spectral functions. The matrix structure of (2.9) implies that the columns of µ1 and
µ3 are analytic and bounded in domains where the corresponding exponential factors decay
to 0 [7]. These domains are bounded by the curves Im Ω(k) = 0 and Im k = 0, and by the
branch cuts (if they are not already included in the curves). The columns of µ2 are entire
functions.

2.5.1. The x-spectral map. The spectral mapping

{q0(x)} 7→ {as(k), bs(k)}

is defined in terms of the eigenfunctions µ2 and µ3 for t = 0, with q(x, 0) in (2.9) replaced by
q0(x). It has the standard form of the scattering problem for the Dirac equation (2.2a) with
potential supported on the half-line x ≥ 0, see, e.g. [16]. Namely, the scattering matrix

s(k) ≡
(
ās(k̄) bs(k)
−b̄s(k̄) as(k)

)
, Im k = 0,

is defined as the matrix relating Φ2 and Φ3:

Φ3(x, 0, k) = Φ2(x, 0, k)
(
ās(k̄) bs(k)
−b̄s(k̄) as(k)

)
(2.11)

and thus s(k) = Φ3(0, 0, k) = µ3(0, 0, k).
The spectral functions as(k) and bs(k) have the following properties:

• They are analytic in C+ = {k | Im k > 0}.
• They are continuous in C̄+.
• Moreover, as(k) = 1 + O(1/k) and bs(k) = O(1/k) for k →∞.
• For k ∈ R, |as(k)|2 + |bs(k)|2 = 1.
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Genericity Assumption. We will assume that q0(x) is generic so that as(k) has only a
finite number of zeros in C+, each of multiplicity one.

The inverse mapping {as(k), bs(k)} 7→ {q0(x)} can be described in terms of the solution of
an associated RH problem [16].

2.5.2. The t-spectral map. The spectral mapping

{g0(t), g1(t)} 7→ {A(k), B(k)}
is defined in terms of the eigenfunctions µ1 and µ2 for x = 0, with q(0, t) and qx(0, t) in (2.9)
replaced by g0(t) and g1(t), respectively. The scattering matrix

S(k) ≡
(
Ā(k̄) B(k)
−B̄(k̄) A(k)

)
, Im Ω(k) = 0,

is defined as the matrix relating Φ1 and Φ2:

Φ1(0, t, k) = Φ2(0, t, k)
(
Ā(k̄) B(k)
−B̄(k̄) A(k)

)
(2.12)

and thus, due to the normalizations, S(k) = Φ1(0, 0, k) = µ1(0, 0, k).
Considering g0(t) and g1(t), t ∈ [0,∞) as arbitrary smooth functions satisfying g0(t) −

ae2iωt → 0, g1(t) − c e2iωt → 0 when t → +∞ fast enough, the integral equations (2.9a) and
(2.9b) yield the following analytical properties for A and B, cf. [7]:
• A(k) and B(k) are analytic in {k | Im Ω(k) > 0} and continuous up to the boundary except

possibly at points of the set

P =
{

zeros of Ω(k),
ic̄
2a
,
−ic
2a

}
. (2.13)

• A(k) = 1 + O(1/k) and B(k) = O(1/k) for k →∞.
• A(k)Ā(k̄) +B(k)B̄(k̄) = 1 for Im Ω(k) = 0.

If, in addition, k is on a branch cut, this equality is to be understood for the limiting values
from each side of the cut, i.e., A±(k)Ā±(k̄) +B±(k)B̄±(k̄) = 1.

2.6. A non-vanishing lemma.

Definition 1. The contour Σ is defined as the boundary of the domain {k | Im Ω(k) > 0},
i.e.,

Σ = {k | Im Ω(k) = 0} ∪ {branch cuts}, (2.14)
where the “branch cuts” are finite arcs connecting the roots of Ω2(k) and the points

{
ic̄
2a ,−

ic
2a

}
.

We also define
Σ0 = {k | Im Ω(k) = 0 and k is on a branch cut} ⊂ Σ.

Thus, for k ∈ Σ0 we have Im Ω(k) = 0 whereas for all k near (but away from) Σ0, we have
Im Ω(k) > 0, see Figure 1.

The following property of the ratio of B to A plays an important role in our further
considerations.

Lemma 1. If Σ0 6= ∅, then the difference
(B(k)
A(k)

)
+
−
(B(k)
A(k)

)
− of the limiting values of B

A

along Σ0 cannot identically vanish on Σ0.
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Figure 1. A fragment of Σ, where the arc (O1, O2) is a part of Σ0, and the
signs + and − mark domains with Im Ω(k) > 0 and Im Ω(k) < 0, respectively.

Proof. Clearly, it is the jumps of E(k) across Σ0 that yield the jumps of A and B. Now
observe that the limiting values (µ1)±(0, t, k) can be expressed as follows:

(µ1)±(0, t, k) = ν(t, k)E±(t, k), (2.15)

where ν(t, k), k ∈ Σ0 is the solution of the integral equation

ν(t, k) = I −
∫ ∞
t

Ψ(t, k)Ψ−1(τ, k)(Q̃− Q̃0)(0, τ, k)ν(τ, k)Ψ(τ, k)Ψ−1(t, k)dτ. (2.16)

Notice that since Q̃0 is a polynomial in k, Ψ(t, k)Ψ−1(τ, k) and its inverse are entire functions
in k. Thus we have (

B(k)
A(k)

)
±

= ν(0, k)
(
E12(k)
E22(k)

)
±

and hence (
B(k)
A(k)

)
±

=
ν11H± + ν12(2iak + c̄)
ν21H± + ν22(2iak + c̄)

. (2.17)

Taking into account that
H+ −H− = Ω+ − Ω− = 2Ω+

and that det ν ≡ 1, it follows from (2.17) that(
B(k)
A(k)

)
+

−
(
B(k)
A(k)

)
−

=
2(2iak + c̄)Ω+(k)

(ν21H+ + ν22(2iak + c̄))(ν21H− + ν22(2iak + c̄))
(2.18)

and thus
(B(k)
A(k)

)
+
−
(B(k)
A(k)

)
− 6≡ 0 for k ∈ Σ0. �

In view of the specific form of E(k), the spectral functions A(k) and B(k) may have various
singular behaviors at k ∈ P , see (2.13). Instead of describing all possible cases corresponding
to arbitrary {a, ω, c}, we will return to this point latter, in Section 5, after we have studied the
restrictions on the set of parameters imposed by the fact that {q0, g0, g1} must be consistent.
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Similarly, one can, in principle, formulate and study the inverse map {A,B} 7→ {g0, g1} in
the general case, but we will do this also only for the value of parameters “selected” by the
consistency condition in the form of the global relation.

3. Admissible sets of parameters

3.1. A contraint on Σ0 coming from the global relation. The global relation is the
characterization, in terms of the spectral functions, of the fact that the set of functions
{q0, g0, g1} can indeed be realized as initial and boundary values of some solution of the NLS
equation in the quarter plane x > 0, t > 0. The derivation and the form of this relation
repeat those in the case of decaying boundary values [16]. Assuming that q(x, t) satisfies the
NLS equation, observe that the scattering relations (2.11) and (2.12) are valid for all (x, t):

Φ3(x, t, k) = Φ2(x, t, k)
(
ās(k̄) bs(k)
−b̄s(k̄) as(k)

)
, (3.1a)

Φ1(x, t, k) = Φ2(x, t, k)
(
Ā(k̄) B(k)
−B̄(k̄) A(k)

)
. (3.1b)

Evaluating Φ3 at x = 0, t = T using the scattering relations (3.1) gives

µ3(0, T, k)e−2ik2Tσ3 = µ1(0, T, k)e−i(Ω(k)−ω)Tσ3S−1(k)s(k).

Passing to the limit T → +∞ we obtain, in particular, that the (1,2) entry of S−1(k)s(k)
must vanish for all k such that Im k > 0 and Im Ω(k) > 0:

A(k)bs(k)− as(k)B(k) = 0, if Im k > 0 and Im Ω(k) > 0. (3.2)

As we noticed in Section 1, the global relation (3.2) can be used, in principle, to construct
directly qx(0, t) from a given pair of functions q(x, 0) and q(0, t), but this construction is
complicated, so that, in particular, it is unclear how it can be used for studying the long time
asymptotics of qx(0, t). However, it turns out that certain simple consequences of (3.2) may
be helpful in this study.

Proposition 1. Let Σ be the contour (2.14) associated with the spectral functions correspond-
ing to the set {q(x, 0), q(0, t), qx(0, t)} of initial and boundary data defined by some solution
q(x, t) of the NLS+ equation in the first quadrant x > 0, t > 0. Then Σ0∩{k | Im k > 0} = ∅.

Proof. The proof follows immediately from Lemma 1, equation (3.2), and from the observation
that bs(k) and as(k) are continuous in the upper halfplane Im k > 0. �

Remark. Since Ω(k) ∼ 2k2 + ω for k → ∞, both regions Im Ω(k) > 0 and Im k2 > 0 have
“asymptotically” (for large k) the same structure. Thus the domain {k | Im k > 0, Im Ω(k) >
0} can be viewed as a “deformation” of the first quadrant {k | Re k > 0, Im k > 0} in the
finite plane.

3.2. Admissible parameter sets. Now let us analyze how Proposition 1 can help in se-
lecting admissible parameter sets {a, ω, c}. In view of (2.5) it is useful to represent the set
Im Ω(k) = 0 as the intersection of the sets defined by Im Ω2(k) = 0 and Re Ω2(k) ≥ 0. In-
deed, the equality Im Ω2(k) = 0 gives (infinite) curves whereas the inequality Re Ω2(k) ≥ 0
selects parts of these curves, eventually leading to the formation of finite arcs in the resulting
contour. From (2.5) it follows that the set {k | Im Ω2(k) = 0} consists of several infinite arcs:
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Figure 2. Case c2 > 0: The bold dots are the zeros of Ω2(k). The con-
tour Im Ω(k) = 0 (bold full lines) is continuated by thin dashed lines, where
Im Ω2(k) = 0 and Re Ω2(k) < 0. The part of the contour Im Ω(k) = 0 in
{k | Re k > 0} may degenerate to a point. A part of the branch cut (bold
dashed arcs) connecting zeros of Ω2(k) with Re k < 0 is chosen in such a way
that (O1, O2) ∈ Σ0 ∩ {k | Im k > 0} is nonempty.

one of them is always the real axis {k | k2 = 0} (here we adopt the notation k = k1 + ik2,
kj ∈ R), the others are described by the equation

16k1(k2
1 − k2

2) + 8k1ω + β = 0. (3.3)

The set {k | Re Ω2(k) ≥ 0} is characterized by the inequality

4(k2
1 − k2

2)2 − 16k2
1k

2
2 + 4ω(k2

1 − k2
2) + βk1 + γ ≥ 0. (3.4)

From (3.3) we see that the form of the curves is determined only by β and ω (mostly, by
their signs). This requires considering the following cases.

3.2.1. Admissible sets {a, ω, c} with ω > 0.
1. β < 0 (this corresponds to c2 > 0). In this case, for any c1, there are always two distinct

zeros of Ω(k) with negative real part, and we can always choose the branch cut connecting
these zeros in such a way that there is a nonempty arc (O1, O2) ∈ Σ0 ∩ {k | Im k > 0}, see
Figure 2. Therefore, in view of Proposition 1, this case is non-admissible.

Remark. Notice that Figure 2 shows another such arc — provided that the two zeros of
Ω(k) with positive real part are different and that another part of a branch cut is made
along the part of the curve Im Ω(k) = 0 connecting these zeros. However, these zeros
may collide to a double, real zero and in that case no branch cut appears in the quadrant
{k | Im k > 0, Re k > 0}.

2. β > 0 (c2 < 0). In this case, the contour Im Ω2(k) = 0 is symmetric to the contour of
the previous case (with β < 0) with respect to the imaginary axis. Thus one can always
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Figure 3. Case c2 < 0: The bold dots are the zeros of Ω2(k). The con-
tour Im Ω(k) = 0 (bold full lines) is continuated by thin dashed lines, where
Im Ω2(k) = 0 and Re Ω2(k) < 0. A part of the branch cut (bold dashed
arcs) connecting zeros of Ω2(k) with Re k > 0 is chosen in such a way that
(O1, O2) ∈ Σ0 ∩ {k | Im k > 0} is nonempty.

choose a branch cut connecting the (distinct) zeros (now with Re k > 0) in such a way
that there is a nonempty arc (O1, O2) ∈ Σ0 ∩ {k | Im k > 0}, see Figure 3. Therefore, in
view of Proposition 1, this case is non-admissible.

3. β = 0 (c2 = 0). In this case, the contour Im Ω2(k) = 0 consists of the real axis, the
imaginary axis, and the branches of the hyperbola k2

1 − k2
2 = −ω

2 .
(a) For 0 < ω < a2

2 , a non-admissible arc (O1, O2) (a part of the hyperbola lying in the
first quadrant) is present for all c1, see Figure 4.

Figure 4. Case c2 = 0, 0 < ω < a2

2 .
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(b) For ω = a2

2 , the only admissible case is c1 = 0, when the zeros of Ω2(k) with positive
imaginary part collide to a point on the imaginary axis.

(c) For ω > a2

2 , the arcs on the hyperbola are absent for all c1 such that c2
1 ≤ a2(2ω−a2).

However, for c2
1 < a2(2ω− a2), there are four distinct zeros of Ω2(k) on the imaginary

axis, and thus there are two gaps in the set Im Ω(k) = 0 on the imaginary axis. In this
case, we can choose the branch cuts connecting these zeros as shown in Figure 5, and
thus obtain non-admissible arcs. The only admissible case appears to be that with
c2

1 = a2(2ω − a2), where the zeros collide to the points ±i
√

ω
2 , which are the double

roots of Ω2, and thus Σ = {k | Im k2 = 0}.

Figure 5. Contour Σ in the case c2 = 0, c2
1 < a2(2ω − a2).

3.2.2. Admissible sets {a, ω, c} with ω < 0.
1. β < 0. In contrast with the case ω > 0, three (qualitatively different) forms of the curves

Im Ω2(k) = 0 may be realized, depending on the relation between ω and β.
(a) − 3

4 3√2
|β|

2
3 < ω < 0. In this case, the form of the set Im Ω(k) = 0 is similar to that in

the case ω > 0, β < 0 and thus this case is non-admissible for the same reasons.
(b) ω ≤ − 3

4 3√2
|β|

2
3 (at ω = − 3

4 3√2
|β|

2
3 , the semi-infinite arcs (in Re k < 0; cf. Figure 2))

touch the real axis). The zeros with negative real part (and thus the branch cut
connecting these zeros) are now in the “safe” regions of the k-plane, see Figure 6
(which corresponds to ω < − 3

4 3√2
|β|

2
3 ); in these cases, it is the absence/presence of

the arc in Im Ω(k) = 0 connecting the other two zeros of Ω(k) having positive real
part (similar to that in Figure 2) that distinguishes admissible/nonadmissible cases.
More precisely, the case may be admissible only if Ω2(k) has a double, positive zero;

the analysis of (3.4) shows that this is the case only if c1 = 0 and c2 = 2a
√

a2−ω
2 .

Then the corresponding range of admissible ω becomes ω ≤ −3a2, and we arrive at
the parameters adopted, by assumption, in [3, 4].
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2. β > 0. Similarly to the case ω > 0, the contours Im Ω(k) = 0 are symmetric to those
considered above (with ω < 0, β < 0) and thus all these cases are non-admissible, for
all c1, due to the presence of a non-admissible arc connecting distinct zeros of Ω(k) with
positive real parts.

3. β = 0. In this case, in contrast with the case ω > 0, β = 0, for any c1 there are four
distinct zeros of Ω2(k) = 0 and thus there is always a non-admissible arc (a part of the
hyperbola k2

1 − k2
2 = −ω

2 lying in the quadrant k1 > 0, k2 > 0).

3.2.3. Admissible sets {a, ω, c} with ω = 0.
1. For β 6= 0, the curves Im Ω(k) = 0 have similar structures to those in the case ω < 0 and

thus are non-admissible (for all c1).
2. For β = 0, similar to the case ω < 0, β = 0, for any c1 there are four distinct zeros of

Ω2(k) = 0 and thus there is always a non-admissible arc (a part of the cross k2
1 − k2

2 = 0
lying in the quadrant k1 > 0, k2 > 0).

Figure 6. Contour Im Ω(k) = 0 in the case c2 > 0, ω < −3a2.

3.2.4. Admissible sets {a, ω, c}. The above considerations lead us to the following theorem.

Theorem 2 (admissible parameter sets). Let q(x, t) be the solution of the IBV problem (1.3),
where
(a) g0(t)− ae2iωt → 0 when t→ +∞ sufficiently fast, with a > 0 and ω ∈ R,
under the assumption that
(b) qx(0, t)− c e2iωt → 0 when t→ +∞, for some c ∈ C.
Then the admissible values of {a, ω, c} are described as follows:

ω ≤ −3a2 ω ≥ a2

2

c = 2ia
√

a2−ω
2 c = ±a

√
2ω − a2
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Proof. Actually, so far we have proven that the parameter values other than those described in
Theorem 2 are non-admissible. To complete the proof, i.e., to prove that the described values
are indeed admissible, we notice again that the global relation (3.2) is a characterization of
admissible triples {q0, g0, g1}. Hence, the required q(x, t) can be constructed starting from the
spectral functions satisfying the analytic properties stated in Section 2 plus the global relation
(3.2) (obviously, there are many of such spectral functions) and proceeding by constructing
(and solving) the master Riemann–Hilbert problem, see Section 6, the solution of which gives
q(x, t). �

4. Asymptotics in the range ω ≥ a2/2

In what follows, we will concentrate on the admissible cases with ω ≥ a2

2 .
The contour Σ for the associated RH problem is given by Im k2 = 0, i.e., it is the same as

in the case of decaying boundary values [16].
On the other hand, specific features related to non-decaying boundary values are reflected

in the jump conditions and singularities on the imaginary axis Re k = 0 which is a part of
the contour.

In the next sections we proceed as follows:
• First, we describe the inverse spectral mapping for the t-equation (2.2b) in terms of the

associated RH problem.
• Then, we present the construction of the RH problem whose solution gives the solution
q(x, t) of the IBV problem. Finally, we study the consequences of this construction for the
long-time asymptotics of q(x, t).

5. Inverse t-map

Now we can specify all spectral objects introduced above by fixing cuts and branches.
The branches of roots are fixed by the large-k behavior (2.7), and cuts are intervals of the
imaginary axis connecting the zeros of Ω(k) and the points ± ic

2a , where c = ±a
√

2ω − a2.
One can distinguish the following cases.
1. ω = a2

2 , c = 0.
In this case, Ω(k) = 2k2 + a2

2 , H = a2, the points ± ic
2a collide to 0,

√
2Ω−H = 2k, and√

Ω is defined on the plane with the cut connecting − ia
2 and ia

2 .
2. ω > a2

2 , c = ±a
√

2ω − a2.
In this case, Ω(k) = 2k2 + ω, H = a2, 2Ω−H = 4k2 + 2ω − a2, the points ± ic

2a are zeros

of 2Ω−H, and the cuts are from −i
√

ω
2 to −i

√
ω
2 −

a2

4 and from i
√

ω
2 to i

√
ω
2 −

a2

4 .

The formulation of the inverse scattering mapping as a RH problem follows the same lines
as in the case of decaying boundary values [16]. It is motivated by the conjugation conditions,
across Σ, for particularly chosen eigenvalues.

Genericity Assumptions. We assume the following genericity conditions:
(i) A(k) has at most a finite number of zeros λj , j = 1, . . . , l in C \ Σ.

(ii) If c 6= 0, we assume that A(k)
√

2Ω(k)
2Ω(k)−H(k) has limits 6= 0,∞ at all k ∈ Σ, k 6= ic

2a .
(iii) If c = 0, we assume also that A(0) 6= 0.



16 A. BOUTET DE MONVEL, V. P. KOTLYAROV, AND D. SHEPELSKY

Introduce, in the framework of the direct problem, a piecewise meromorphic function

M (t)(t, k) =


(

Φ(1)
1

Φ
(2)
2

Ā

)
e−i(Ω(k)−ω)tσ3 , for Im k2 < 0,(

Φ
(1)
2
A Φ(2)

1

)
e−i(Ω(k)−ω)tσ3 , for Im k2 > 0.

(5.1)

Then direct calculations show that M (t) satisfies the following jump on Σ = {k | Im k2 = 0}:

M
(t)
− (t, k) = M

(t)
+ (t, k)J (t)(t, k), (5.2)

where the subscripts + and − denote the limiting values from respectively Im k2 > 0 and
Im k2 < 0, and the jump matrix J (t)(t, k) is defined as follows:

(i) for all k ∈ R and all k ∈ iR \
{[
−i
√

ω
2 ,−i

√
ω
2 −

a2

4

]
∪
[
i
√

ω
2 −

a2

4 , i
√

ω
2

]}
,

J (t)(t, k) =

 1 −B(k)

Ā(k̄)
e−2i(Ω(k)−ω)t

− B̄(k̄)
A(k) e2i(Ω(k)−ω)t 1

A(k)Ā(k̄)

 ; (5.3)

(ii) for k ∈
(
−i
√

ω
2 ,−i

√
ω
2 −

a2

4

)
∪
(

i
√

ω
2 −

a2

4 , i
√

ω
2

)
,

J (t)(t, k) = −

 1 −B−(k)

Ā−(k̄)
e−2i(Ω(k)−ω)t

− B̄+(k̄)
A+(k)e2i(Ω(k)−ω)t 1

A+(k)Ā−(k̄)

 . (5.4)

The properties of the eigenfunctions and spectral functions of the direct spectral problem
{g0, g1} 7→ {A,B} suggest defining the inverse map {A,B} 7→ {g0, g1} in terms of the follow-
ing RH problem: given A(k) and B(k) such that A satisfies the genericity assumptions on its
zeros as above, find a 2× 2 matrix-valued function M (t)(t, k) such that:

• M (t)(t, k) is meromorphic in C\Σ, Σ = {k | Im k2 > 0} and continuous up to the boundary

for k ∈ Σ \ P , where P = {i
√

ω
2 ,−i

√
ω
2 , i
√

ω
2 −

a2

4 ,−i
√

ω
2 −

a2

4 };

• for k ∈ Σ \ P , the limiting values M (t)
+ (t, k) and M

(t)
− (t, k) as k is approached from {k |

Im k2 > 0} and {k | Im k2 < 0} respectively, are related by (5.2), where the jump matrix
J (t) is given by (5.3)–(5.4);
• M (t)(t, k) has simple poles at k = λj with Imλ2

j > 0 and at k = λ̄j , j = 1, . . . , l satisfying
the residue conditions (cf. [16])

resk=λ̄j
[M (t)(t, k)](1) = −e−2i(Ω(λ̄j)−ω)t 1

B̄(λ̄j) ˙̄A(λ̄j)
[M (t)(t, λ̄j)](2),

resk=λj
[M (t)(t, k)](2) = e2i(Ω(λj)−ω)t 1

B(λj)Ȧ(λj)
[M (t)(t, λj)](1),

where the dot denotes the derivative with respect to k;
• M (t)(t, k)→ I for k →∞;
• as k approaches a point from P , M (t)(t, k) satisfies the following boundedness conditions:
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1. ω = a2

2 , c = 0.
In this case, we have generically A(k) ∼ A±(k2 + a2

4 )−
1
2 for k → ± ia

2 , with some A± 6= 0,

M (t)(t, k)

(
(k2 + a2

4 )−
1
2 0

0 (k2 + a2

4 )
1
2

)
is bounded for k → ± ia

2
, ± Im k2 > 0, (5.5)

M (t)(t, k)

(
(k2 + a2

4 )
1
2 0

0 (k2 + a2

4 )−
1
2

)
is bounded for k → ± ia

2
, ∓ Im k2 > 0. (5.6)

Also, M (t)(t, k) is bounded as k → 0.
2. ω > a2

2 , c = ±a
√

2ω − a2.
In this case, we have generically A(k) ∼ A±(k2 + ω

2 )−
1
2 for k → ±i

√
ω
2 , with some

A± 6= 0,

M (t)(t, k)

(
(k2 + ω

2 )−
1
2 0

0 (k2 + ω
2 )

1
2

)
is bounded for k → ±i

√
ω

2
, ± Im k2 > 0, (5.7)

M (t)(t, k)

(
(k2 + ω

2 )
1
2 0

0 (k2 + ω
2 )−

1
2

)
is bounded for k → ±i

√
ω

2
, ∓ Im k2 > 0. (5.8)

Also, A(k) ∼ A−(k + ic
2a)1/2 for k → − ic

2a with some A− 6= 0, and

M (t)(t, k)

(
(k + ic

2a)
1
2 0

0 (k + ic
2a)−

1
2

)
is bounded for k → − ic

2a
(5.9)

with sign c · Re k < 0 and Im k2 > 0,

M (t)(t, k)

(
(k − ic

2a)−
1
2 0

0 (k − ic
2a)

1
2

)
is bounded for k → ic

2a
(5.10)

with sign c · Re k < 0 and Im k2 < 0.

Let M (t)(t, k) be the unique solution of this RH problem. Then g0(t) and g1(t) are given as
follows:

g0(t) = 2i lim
k→∞

kM
(t)
12 (t, k),

g1(t) = lim
k→∞

[4k2M
(t)
12 (t, k) + 2ig0(t)kM (t)

22 (t, k)].

Remark. The uniqueness of the solution of the RH problem is guaranteed by the boundedness
conditions stated above. Notice that the conditions of type (5.5)–(5.10) imply that the sought
solution is not in L2(Σ), which is a standard functional class for boundary values for RH
problems in question (see, e.g., [10]). Nevertheless, these conditions secure the ratio M1M

−1
2

of two possible solutions to be bounded at P , so that standard arguments allow concluding
that M1M

−1
2 ≡ I.
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6. RH problem for q(x, t)

The construction of the RH problem, whose solution is directly used to express the solution
of the NLS equation, is motivated, similarly to the cases of the x and t-equations, by the
analytical properties of the associated eigenfunctions for all (x, t).

Assume that q(x, t) is given, define d(k) in terms of the associated spectral functions:

d(k) := as(k)Ā(k̄) + bs(k)B̄(k̄), k ∈ D̄2, (6.1)

where D2 = {k | Im k2 < 0, Im k > 0}, and assume that d(k) has at most a finite number of
simple zeros µj ∈ D2, j = 1, . . . ,m (genericity assumption). Define a piecewise meromorphic
function (cf. [16])

M(x, t, k) := M̃(x, t, k)ei(kx+2k2t)σ3 , (6.2)

where

M̃(x, t, k) =



(
Φ(1)

2

as
Φ(2)

3

)
, for Im k > 0, Im k2 > 0(

Φ(1)
1

d
Φ(2)

3

)
, for Im k > 0, Im k2 < 0(

Φ(1)
3

Φ(2)
1

d̄

)
, for Im k < 0, Im k2 > 0(

Φ(1)
3

Φ(2)
2

ās

)
, for Im k < 0, Im k2 < 0

(6.3)

Then the scattering relations (3.1a) and (3.1b) imply that the limiting values of M on Im k2 =
0 satisfy the jump relations

M−(x, t, k) = M+(x, t, k)e−i(kx+2k2t)σ3J0(k)ei(kx+2k2t)σ3 , (6.4)

where

J0(k) =



(
1 −r̄(k)

−r(k) 1 + |r(k)|2

)
, for k > 0,(

1 0
C−(k) 1

)
, for k ∈ i R+,(

1 C̄+(k̄)
0 1

)
, for k ∈ i R−,(

1 + |r(k) + C(k)|2 r̄(k) + C̄(k)
r(k) + C(k) 1

)
, for k < 0,

(6.5)
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where

r(k) =
b̄s(k̄)
as(k)

, (6.6a)

C(k) = − B̄(k̄)
as(k)d(k)

for k ∈ {k | Im k ≥ 0, Re k < 0}, (6.6b)

C−(k) = − B̄−(k̄)
as(k)d−(k)

, (6.6c)

C̄+(k̄) = − B+(k)
ās(k̄)d̄+(k̄)

. (6.6d)

The jump relation suggests the definition of the following RH problem.

RH-problem. Given as, bs, A,B satisfying the genericity assumptions and the global relation
(3.2), find M(x, t, k), x ≥ 0, t ≥ 0 such that:
• M(x, t, k) is meromorphic in C \ Σ.
• for k ∈ Σ \ { ic

2a ,−
ic
2a}, M± satisfy the jump relation (6.4), where M± are limiting values of

M from ± Im k2 > 0.
• M(x, t, k)→ I for k →∞.
• M has simple poles in C \Σ at k = κj and k = κ̄j for κj ∈ {k | Im k > 0,Re k > 0} and at
k = µj and k = µ̄j for µj ∈ {Im k > 0,Re k < 0}, where it satisfies the residue relations

resk=κj
M (1)(x, t, k) = m1

je
2i(κjx+2κ2

j t)M (2)(x, t, κj),

resk=µj
M (1)(x, t, k) = m2

je
2i(µjx+2µ2

j t)M (2)(x, t, µj),

resk=µ̄j
M (2)(x, t, k) = −m̄2

je
−2i(µ̄jx+2µ̄2

j t)M (2)(x, t, µ̄j),

resk=κ̄j
M (2)(x, t, k) = −m̄1

je
−2i(κ̄jx+2κ̄2

j t)M (1)(x, t, κ̄j),

(6.7)

with

m1
j = (bs(κj)ȧs(κj))−1, m2

j = resk=µj
C(k),

m̄1
j = (b̄(κ̄j)¯̇a(κ̄j))−1, m̄2

j = resk=µ̄j
C̄(k̄).

• If c > 0 and as(k0) = 0 with k0 = ic
2a , then

M (2)(x, t, k0) = bs(k0)ȧs(k0) lim
k→k0

Re k>0

(k − k0)M (1)(x, t, k),

M (1)(x, t,−k0) = −b̄s(−k0)¯̇as(−k0) lim
k→−k0
Re k>0

(k + k0)M (2)(x, t, k).
(6.8)

• Otherwise, M(x, t, k) is bounded for k → ± ic
2a for Re k > 0.

Proposition 2. Let M(x, t, k) be the (unique) solution of this RH problem. Then the solution
q(x, t) of the IBV problem (1.3) for the NLS equation is given in terms of M(x, t, k) by

q(x, t) = 2i lim
k→∞

(kM(x, t, k))12 . (6.9)
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Moreover (cf. [16]), the functions as(k), bs(k) are the spectral functions associated with
q(x, 0) via the direct scattering map for (2.2a) and A(k), B(k) are the spectral functions
associated with {q(0, t), qx(0, t)} via the direct scattering map for (2.2b).

Remark. Under the genericity assumptions made above, the global relation (3.2) implies that
as(k) can have a zero on iR, as(k0) = 0, only if c > 0 and k0 = ic

2a .

7. Long-time asymptotics

The previous section shows that the long-time asymptotic analysis for q(x, t), the solution
of the IBV problem (1.3), reduces to the long-time asymptotic analysis of a solution of the
associated RH problem. Assume for simplicity that there are no zeros of d and a involved in
the residue conditions (6.7). The jump relation written in the form

M− = M+e−itθσ3J0(k)eitθσ3 ,

where θ = θ(k, ξ) = 2k2 + ξk with ξ = x
t , shows that for t → +∞, the jump matrix

oscillates for k ∈ R whereas it decays to the identity matrix for k ∈ iR \ {0}. This indicates
that the long-time behavior of the solution of the RH problem should be similar to that
of the RH problem associated to the whole line, initial value problem [11]. Indeed, since
the problem configuration is essentially the same as in the case of the IBV problem with
vanishing boundary values (the contour, Σ = {k | Im k2 = 0}, is exactly the same, and the
jump matrix has a similar structure), one can proceed in the same way as in [16]. Namely,
first, deform the problem by introducing a diagonal factor, in order to have an appropriate
triangular factorization of the jump matrix on R [11]: M(1) := Mδ−σ3(k, ξ), where

δ(k, ξ) = exp

 1
2πi

κ0(ξ)∫
−∞

log(1 + |ρ(s)|2)ds
s− k

 , k ∈ C \ (−∞, κ0(ξ)]

with ρ(k) = r(k) + C(k) and κ0(ξ) = −ξ/4. Then, using suitable rational approximations r̂,
Ĉ, ρ̂, and ρ̂1 of respectively r, C, ρ, and ρ1 = ρ

1+|ρ|2 , transform the problem by introducing
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M(2) := M(1)G(x, t, k), where

G(x, t, k) =



(
1 0

−r̂(k)δ−2(k)e2itθ(k) 1

)
, k ∈ D1, arg(k − κ0) ∈ (0, π/4),

(
1 ¯̂r(k̄)δ2(k)e−2itθ(k)

0 1

)
, k ∈ D4, arg(k − κ0) ∈ (7π/4, 2π),

(7.1a)

G(x, t, k) =



(
1 0

Ĉ(k)δ−2(k)e2itθ(k) 1

)
, k ∈ D1, arg(k − κ0) ∈ (π/4, π/2),

(
1 − ¯̂

C(k̄)δ2(k)e−2itθ(k)

0 1

)
, k ∈ D4, arg(k − κ0) ∈ (3π/2, 7π/4),

(7.1b)

G(x, t, k) =



(
1 0

−ρ̂(k)δ−2(k)e2itθ(k) 1

)
, k ∈ D2, arg(k − κ0) ∈ (0, π/4),

(
1 ¯̂ρ(k̄)δ2(k)e−2itθ(k)

0 1

)
, k ∈ D3, arg(k − κ0) ∈ (7π/4, 2π),

(7.1c)

G(x, t, k) =
(

1 0
0 1

)
, k ∈

{
D2, π/4 < arg(k − κ0) < 3π/4);
D3, 7π/4 > arg(k − κ0) > 5π/4,

(7.1d)

G(x, t, k) =



(
1 − ¯̂ρ1(k̄)δ2(k)e−2itθ(k)

0 1

)
, k ∈ D2, arg(k − κ0) ∈ (3π/4, π),

(
1 0

ρ̂1(k)δ−2(k)e2itθ(k) 1

)
, k ∈ D3, arg(k − κ0) ∈ (π, 5π/4),

(7.1e)

where

D1 = {k | Im k > 0,Re k > 0}, D2 = {k | Im k > 0,Re k < 0},
D3 = {k | Im k < 0,Re k < 0}, D4 = {k | Im k < 0,Re k > 0}.

Following this way, we arrive at a RH problem on the cross centered at k = κ0 with jump
matrix decaying to the identity matrix (but not uniformly near κ0), which is exactly the
same as in [11] for the case of the initial-value problem. The latter fact implies that the
asymptotics of q(x, t) has the same form as in the case of the IV problem, i.e., the form of
the modulated oscillations of the Zakharov–Manakov type: for all ε > 0,

q(x, t) = t−1/2α
(
− x

4t

)
exp

{
ix2

4t
+ 2iα2

(
− x

4t

)
log t+ iφ

(
− x

4t

)}
+ o(t−1/2), (7.2)

t→ +∞, x
t
> ε,
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with the amplitude α and the phase φ given by

α2(k) =
1

4π
log
(

1 + |ρ(k)|2
)
,

φ(k) = 6α2(k) log 2 +
3π
4

+ arg ρ(k) + arg Γ(−2iα2(k)) + 4
∫ k

−∞
log |µ− k|dα2(µ),

where Γ(z) denotes Euler’s gamma-function.

Theorem 3. Consider the IBV problem (1.3), where q0(x) and g0(t) are smooth functions
compatible at x = 0, t = 0 and such that q0(x) → 0 when x → +∞ and g0(t) − ae2iωt → 0
when t→ +∞ fast enough, with a > 0 and ω ≥ a2

2 . Assume that its solution q(x, t) satisfies

qx(0, t)− c e2iωt → 0, t→ +∞ (7.3)

fast enough, with c2 = a2(2ω − a2). Assume also that no zero of the spectral functions is
involved in (6.7).

Then for all ε > 0, the principal term of the long-time behavior of q(x, t) in the domain
x
t > ε is described by decaying modulated oscillations (7.2) with parameters that can be
expressed in terms of the spectral functions associated to the initial condition q0(x) and the
boundary values q(0, t) = g0(t) and qx(0, t).

Remark. Similarly to the case of the IBV problem with vanishing boundary values, zeros of
d(k) in D2 generate solitons moving to the right and thus being seen in the quarter plane
x > 0, t > 0. Consequently, the case with solitons can be treated in the same way as in [15],
following the Zakharov–Shabat dressing procedure [18].

8. Concluding remarks

The IBV problems in the parameter range considered in this paper contain a family of
exact solutions, in the form of stationary solitons. This family (parametrized by ω > 0 and
ϕ0 ∈ R) is given by

q(x, t) ≡ q(x, t;ω, ϕ0) =
√

2ω
cosh(

√
2ωx+ ϕ0)

e2iωt. (8.1)

For these solutions we have

q(0, t) =
√

2ω
coshϕ0

e2iωt ≡ ae2iωt, (8.2)

where a and ω are related by a =
√

2ω/ coshϕ0 and thus ω ≥ a2/2. The values of qx(x, t) for
x = 0 has the form

qx(0, t) =
−2ω sinhϕ0

cosh2 ϕ0

e2iωt, (8.3)

and thus, in terms of ω and a, qx(0, t) = ±a
√

2ω − a2e2iωt, the sign being determined by the
sign of ϕ0.

We infer from Theorem 3 that the long-time behavior of the Dirichlet data does not
uniquely determine the long-time behavior of the Neumann boundary values: depending
on a particular choice of this Dirichlet data (approaching a fixed periodic function) and on
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the (decaying) initial data, one can see (at least) two different asymptotic regimes for the
Neumann data.

The stationary solitons provide also another illustration of this phenomenon, in the case of
the Neumann boundary value problem, where, instead of the Dirichlet data, one prescribes
the values of the normal derivative of the solution on the boundary x = 0. Indeed, for ϕ0 = 0
we have qx(0, t) ≡ 0 for a one-parameter family of solutions q(x, t) of the NLS (parametrized
by ω), with different Dirichlet values: q(0, t) =

√
2ω e2iωt.

As we noticed in Section 1, the global relation allows, in principle, to study the long-
time behavior of the Neumann values, given the Dirichlet data, via the study of the nonlinear
Dirichlet-to-Neumann map, which has been obtained [1] combining analytic properties stated
in the global relation with the Marchenko-type integral representations for eigenfunctions of
(2.2b).

In this paper, we have shown that the global relation in its simple spectral form (3.2) can
be also used very efficiently for selecting admissible behaviors of the Neumann values, even
without studying the Dirichlet-to-Neumann map in details. In particular, simple geometric
reasons show that for all real ω, the Neumann values qx(0, t) of the solution of the IBV
problem (1.3) with Dirichlet boundary conditions satisfying g0(t) ∼ ae2iωt when t→ +∞, can
(asymptotically) evaluate as qx(0, t) ∼ ce2iωt only for ω in the range ω ∈ (−∞,−3a2]∪ [a

2

2 ,∞)
and only for particular c as function of (a, ω).

The problem of a complete description of all possible variants for the behavior of the Neu-
mann values, having fixed the asymptotics of the Dirichlet data, remains open. A reasonable
conjecture is that finite gap solutions should be involved in such a description.

References

[1] A. Boutet de Monvel, A. S. Fokas, and D. Shepelsky, Analysis of the global relation for the nonlinear
Schrödinger equation on the half-line, Lett. Math. Phys. 65 (2003), no. 3, 199–212.

[2] , The mKdV equation on the half-line, J. Inst. Math. Jussieu 3 (2004), no. 2, 139–164.
[3] A. Boutet de Monvel, A. R. Its, and V. Kotlyarov, Long-time asymptotics for the focusing NLS equation

with time-periodic boundary condition, C. R. Math. Acad. Sci. Paris 345 (2007), no. 11, 615–620.
[4] , Long-time asymptotics for the focusing NLS equation with time-periodic boundary condition on

the half-line (2008), preprint BiBoS n◦08-04-287.
[5] A. Boutet de Monvel and V. Kotlyarov, Scattering problem for the Zakharov-Shabat equations on the

semi-axis, Inverse Problems 16 (2000), no. 6, 1813–1837.
[6] , Generation of asymptotic solitons of the nonlinear Schrödinger equation by boundary data, J.

Math. Phys. 44 (2003), no. 8, 3185–3215. Integrability, topological solitons and beyond.
[7] , The Focusing Nonlinear Schrödinger Equation on the Quarter Plane with Time-Periodic Bound-

ary Condition: a Riemann–Hilbert approach, J. Inst. Math. Jussieu 6 (2007), no. 4, 579–611.
[8] A. Boutet de Monvel, V. P. Kotlyarov, D. Shepelsky, and C. Zheng, Initial boundary value problems for

integrable systems: towards the long time asymptotics (2008), preprint.
[9] A. Boutet de Monvel and D. Shepelsky, Initial boundary value problem for the mKdV equation on a finite

interval, Ann. Inst. Fourier (Grenoble) 54 (2004), no. 5, 1477–1495.
[10] P. A. Deift, Orthogonal polynomials and random matrices: a Riemann-Hilbert approach, Courant Lecture

Notes in Mathematics, vol. 3, New York University Courant Institute of Mathematical Sciences, New
York, 1999.

[11] P. A. Deift, A. R. Its, and X. Zhou, Long-time asymptotics for integrable nonlinear wave equations, Impor-
tant developments in soliton theory, Springer Ser. Nonlinear Dynam., Springer, Berlin, 1993, pp. 181–204.

[12] P. Deift and X. Zhou, A steepest descent method for oscillatory Riemann–Hilbert problems. Asymptotics
for the MKdV equation, Ann. of Math. (2) 137 (1993), no. 2, 295–368.



24 A. BOUTET DE MONVEL, V. P. KOTLYAROV, AND D. SHEPELSKY

[13] A. S. Fokas, A unified transform method for solving linear and certain nonlinear PDEs, Proc. Roy. Soc.
London Ser. A 453 (1997), no. 1962, 1411–1443.

[14] , Integrable nonlinear evolution equations on the half-line, Comm. Math. Phys. 230 (2002), no. 1,
1–39.

[15] A. S. Fokas and A. R. Its, The linearization of the initial-boundary value problem of the nonlinear
Schrödinger equation, SIAM J. Math. Anal. 27 (1996), no. 3, 738–764.

[16] A. S. Fokas, A. R. Its, and L.-Y. Sung, The nonlinear Schrödinger equation on the half-line, Nonlinearity
18 (2005), no. 4, 1771–1822.

[17] J. Holmer, The initial-boundary-value problem for the 1D nonlinear Schrödinger equation on the half-line,
Differential Integral Equations 18 (2005), no. 6, 647–668.

[18] V. E. Zakharov and A. B. Shabat, Exact theory of two-dimensional self-focusing and one-dimensional
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